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Information Technology Risk Mitigation Strategy
Many organizations starting out in a formal Business Continuity Planning Process do not have recovery solutions in-place that will meet the Recovery Time Objectives (RTO’s) specified by the business.  In addition, regular backup integrity onto tape or other may have a low level of confidence by the business or technical staff due to lack of regular testing.  Accessing funding and positioning projects to deploy higher availability solutions that meet the RTOs can take considerable time thus increasing risk exposure.  With this in mind, using a two point strategy which focuses on securing and restoring data while scaling in solutions that will provide higher availability to meet the critical RTO’s in a prioritized order will give the agency the ability to proceed as quickly as their risk acceptance and project deployment capabilities can support reducing their overall operational risk picture.  The projects are aligned with the Steering Committee’s Issue Tracking List which sets and monitors priority and support for projects.
1st initiative:  Data Backup and Recovery (Cold Restore)
All critical data should be backed up to static media (tape or other) on a regular basis (intraday, daily, weekly or monthly) according to the specified Recovery Point Objectives (RPO).  A tested and reliable backup and restore process is the foundation of any data/application recovery strategy.  Some decision makers may ask if using both tape recovery and high availability data replication is excessive, but experience has shown that regular data backups to tape or other media is the starting point for effective data and toolset protection.  Higher availability solutions, while providing faster recovery, maintain data in an environment where hardware failure can eliminate access to the only copy of data.  Tape or other media backups provide multiple copies (previous nights for period through retention cycle) to build from in the event of a media (tape) failure occurring increasing the likelihood of recovering all or partial data.  Therefore using a combination of data backup and high availability solution is optimal with a validated backup/restore solution being the platform to build from.
Cold Restore:

Disaster Recovery Elements for Data Restore from Tape (or other non DASD media) based solution:
Backup all critical systems 
· Ensure data capture cycles (daily, weekly or monthly) match the RPO requirements specified by business.  In addition ensure that the actual data (database, flat files, system cache, DB log files, program files) backed up is the correct range to ensure the restored data will provide the fully restored systems needed to meet the RPO’s.
Document System Restoration Procedures 

· Sufficient backup documentation is needed to be maintained and tested to ensure recovery of systems.  (See attachment).  
Secure Restore Equipment Availability
· Either establish drop-ship agreements with vendors for critical system restores, purchase cold standby equipment to restore critical systems, or use a mix there of.  Establish agreements so you have a commitment for hardware availability within a timeframe in the event of a disaster.  Also, provide the build configuration information listed in System restore documentation to vendor so they can provide you with preconfigured systems ready to receive tape restore with some minor software setup (e.g. backup agent configuration, O/s IP configuration addressing…).  
Test

· Include testing the restoration of systems from tape in annual Disaster Recovery Tests to validate solution.  In addition, regularly perform a random single file restore from tape media to ensure that the tape media is able to restore data even though the catalog lists it as present.  
2nd initiative:  Warm to High availability solutions

In addition to cold solutions, build in hot or warm availability solutions (real time data replication to another server, intraday data synch, or database dump from previous night to online server).  These solutions provide strategies for meeting RTO’s that are in shorter time periods than tape restores can address.  They can be costly or complex to deploy and therefore take time to gain commitment from the business. 

· Hot or High Availability:  real-time synchronization of data
· Intraday Synch:  intermittent data synchronization over specified time frames
· Warm Availability:  Daily data copy from previous night copy to an online standby server ready to go live at any time.
Project Tracking
The steering committee oversees the progress of deploying both projects simultaneously in their regular BCP steering committee meeting by working off of the inventory of systems sorted by RTO and then RPO.  
· Project 1:  Start with most critical system first by looking at application inventory prioritized by RTO, validate backup data capture and retention cycles, test restores and work through documentation and recovery resource securitization with vendors.

· Project 2:  Start with most critical system first by looking at application inventory prioritized by RTO.  Direct technical team to design a resiliency level (hot or warm) that will match the potential impact cost.  If the cost of such a solution can not be covered by the business budget, the agency must formally accept the recovery risk and impact of the longer Recovery Time Objective and place a focus on ensuring that the tape restoration solution developed in project 1 is maintained in an optimal state.  Additional strategies may be employed to reduce the recovery time of tape restore solutions

IT Recovery Plan Content Checklist

Team plans should have:

Team Structures & Communications

· Team Structure & Contact list 

Technical recovery plan

· Strategy page 

· Critical Systems by RTO

· Technology Recovery Scripts

· Team Coordination Scripts

· Manual Workarounds (if applicable)

Logistics:

· Directions to recovery site 

· Seat allocation

· Travel Plans: how staff get to alternate site

· Finances

· Union job requirements during recovery phase resolved
· Team personnel rotation during event
· Issue tracking list 
IT Recovery Documentation

Overview

If a major system, site or regional event occurs, the Agency needs to be able to rebuild needed systems from the technology recovery documentation.  This can be very difficult without effective information.  To create effective documentation, the data should focus on identifying the core information needed to reproduce a system and not over-documenting.  The information needs to be in a simple and maintainable format.

Technology Recovery Procedures

1. Basic system design documentation on critical systems sufficient to recover critical systems by both tape and existing fail-over systems.

2. Simple instruction set to guide a sufficiently skilled non-familiar engineer through the process of reconstructing the system from tape and activating the system by any fail-over solution.

3. Contact information of: vendors, support engineers and customers.

Documentation

Document critical system designs sufficiently to reproduce the system in a recovery site environment by tape restore and by a non-familiar yet appropriately skilled engineer.  

This documentation should contain:

1. Schematic

2. Hardware requirements

3. Hardware configuration

4. Software requirements

5. Software configurations

6. Connectivity requirements

7. Special requirements necessary to rebuild for a tape restore

The documentation for fail-over solutions should be sufficient to perform:

1. System Activation

2. Data Synchronization

3. Go-live

4. Security Activation for Admin and Users 

5. System troubleshooting 

Important Note

While building recovery systems is costly and takes time to justify.  Having effective information for the reconstruction of systems mitigates the risk of rebuilding systems from memory after an incident has occurred.  It is highly recommended that careful attention be placed on constructing and maintaining this information while the process of determining valid recovery solutions in a recovery site is being worked through.  Also, we would also like existing hosted solutions reviewed.

. 

Tape Backup Validation

1. Senior system admin meets with Backup Team and reviews tape backup data capture.  


The Lead System Admin and backup team member together:

· Reviews backup system job definition (time start, data capture, agents used…) 

· Reviews the backup system backup log

· Validates that all files needed to fully recover system on an appropriately configured hardware platform are being backed up.  (note: documented configuration should be in synch with SunGard restore scripts)

· Formally sign off on validation

2. Senior system admin and backup team member meet with customer to:

· Review time backup starts and data captured to validate backup will be able to restore for RPO needed (e.g. last end of day).  The timing check should seek to ensure all open transaction logs or swap files are reliably backed up to support the RPO.  

· Review with customer the offsite storage cycles for storing tapes off site (e.g. weekly’s offsite for 2 weeks and return for overwrite, monthly offsite for 1 year…)

· Review with customer the retention requirements for offsite storage (e.g. 30 days, 1 year, 2 years, unlimited…)
· Formally sign off on validation

3. Random tape media test.  

· From group of tapes or tape used to back up system, randomly select one tape and recover a single file to another media (file server, directory on server with appropriate OS).

· Confirm that file attributes on restored media shows no corruption open file when possible.

4. Optional test where possible:  Restore backed up database to a server onsite and open database to confirm no corruption.

IT Recovery Tabletop exercise

Summary:  

Consider using disaster recovery testing to set a foundation from which following tests will use as a basis to incrementally add new recovery solutions using a risk based approach.  Test can use a combination of tabletop exercises and simulations in actual recovery environments.  Strategy should start with most critical recovery infrastructure and customer systems first (e.g. start with recovering backup systems, then incrementally add customer applications or services incrementally on a greatest risk basis.

Tests should be:

· Cost effective

· Clear and simple with objectives

· A valid recovery foundation to build from

Elements to exercise

The test will exercise processes elements that will be utilized during the April Disaster Recovery Test to set a foundation for building a permanent repeatable IT Recovery organization.  
Test documented:

1. Team structures & Communications

2. Logistics 

3. Technical recovery plan effectiveness

Processes Tested:

1. Communications: how people communicate across teams, escalation of information, and communication media (cell phone, Conference Bridge…)

2. Logistics: team structures, who goes where, how do they get there, where do they stay 

3. Recovery strategy concepts (e.g. selecting, aligning and executing recovery strategies and processes) 

Resources Tested:

1. Recovery Scripts

2. IT Recovery Resources (Recovery hardware, software, plans, data protection…)

3. Tape Restore:  validate tape backup data capture cycle for a select group of top supported critical systems.  The tape backup review should be done with the system owner (with formal acceptance signoff), lead application admin, backup administrator and validate:

a. The time of backup and data capture supports the known or default policy system RPO (e.g. last end of day).  

b. That all necessary data needed to recover the system for RPO is being backed up and is reflected on the tape backup job catalog.  

c. Tape offsite retention/overwrite cycle.

d. Prepare for random tape and file restore to validate data on backup tapes.

A white paper is available upon request detailing how to execute tabletop exercises
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