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Recovery Site Team Leader Procedures
The following section outlines emergency recovery procedures to support response to emergency events and COOP plan requirements at the emergency site. 

These Procedures:

· Activate the recovery site

· Establish the command center

· Coordinate agency function recovery

· Coordinate systems recovery

· Resume operations

· Resume Business Functions

· Scale up capacity

· Provide long term recovery options

· Coordinate fall back process

· Perform event response review (a.k.a. post mortem)

Procedures:

1. Activate Recovery Site: The Emergency Response Site is activated by declaration from the Crisis Management Team.  After the Crisis Management Team has declared and directed staff to the Emergency Site, the recovery team begins the process of activating the site command center and facility recovery capabilities.

2. Site Check-in: Upon arrival at the recovery site perform the check-in procedures at the designated security station.  See section “Recovery Site Activation Procedures” (on page 55) for instructions pertaining to vendor or internal facility

3. Validate Credentials:  As part of the recovery site check-in in section “Recovery Site Activation Procedures” (on page 55), confirm or adjust credentials for team members and their relative access levels to the facility or Command Center (e.g. Facility - Internal Secure, Information - Highest Sensitivity)

4. Activate Command Center:  Activate command center and prepare the facility to receive recovery teams.  See “Command Center Activation” (on page 56) for instructions.
5. Call Center Activation:  Initiate activation of the emergency site Communications Center See section “Emergency Communications Center” (on page 61)
6. Activate Site:  Prepare the recovery site (secure, verify and turnover tools and equipment) to begin recovery of systems by following the procedures referred to below.  
a. Vital Records – (on page 56)
b. Critical Tools and Equipment – (on page 56)
c. Inventory of Critical Systems – (on page 57)
d. Office Supplies – (on page 57)
e. Put up signs – See “Locations Postings” (on page 57)
·  (These tasks can be delegated to an ERT member)
7. Prep Team Member Reception:  Prepare to receive recovery team members. If plans are not accessible from the Strohl LDRPS system, assign a Command Center member the task of making and distributing copies.  

a. Make available copies of the recovery team coordination scripts,  (Appendix A)
b. Make available copies of the recovery team technical instructions,  (Appendix B)
c. Make available copies of the recovery team contact list,  (Appendix C)
d. Maintain whiteboard clearly showing functions and system recovery prioritized by RTO, see example (on page 58)
e. Maintain Check-in Log to track on-site team and calls into center

f. As team members arrive at the recovery site, ensure that recovery team leaders and members have copies of team recovery scripts and copies of technology recovery instructions, (Appendix A&B) respectively.  
8. Initiate Recovery Efforts:  Instruct team members, as they arrive, to begin the process of prepping their equipment for activation by performing:

a. Review of Critical Systems roster (Appendix E)
b. Specify Function and system priority – review the priorities as defined in Appendix E
c. Planned procedures to recover from appendix A&B

9. Broadcast Command Center Contact Information:  Establish and notify CMT and team leaders of command center exact location and contact information 

10. Formerly Establish Command Center:  Command Center formerly declares responsibility for centralized recovery leadership with Crisis Management Team.

11. Progress Status Check:  Notify Team members that there will be an all team status check conference at_______, (specify time).  Set within a prompt time frame (e.g. 30 minutes of team members beginning to arrive).

12. Team status meeting:  Assemble team leaders and take head count of on-site recovery staff.
13. Customer Updates:  Establish regular status update cycles to customers.

14. CMT Meetings:  Coordinate CMT meeting to review damage assessment team review and availability of migrating systems from home site.  Define next checkpoint.

15. Delegate Assignments: to team leaders and establish next checkpoint for status check based on milestones and estimated time points.

16. Maintain Communications:  Ensure effective communications are maintained through the lifecycle of the event recovery process, see section “Recovery Process Communications” (on page 61)
17. Communicate Function Priority:  Review process for recovery based on critical function priority and systems necessary for delivery.  See section “Business and Operations Recovery Coordination” (on page 58)
18. Monitor team and customer recovery processes: and ensure that support personnel are focused on providing help to maintain the critical path.

19. Monitor Critical Function Recovery Path:  Monitor critical function recovery path to ensure breakdowns are promptly addressed and correction strategies are established.

20. Prep Business-line Reception:  Establish a receiving person/team for arriving business lines to direct them to seating.  Prepare to support the business using section “Essential Function Recovery Procedures” (on page 59)
21. Key Recovery Contacts:  Request Agency and IT Recovery teams to communicate to critical customers, vendors and staff command center contact and location information

22. System Recovery Process:  Each technical area has specific instruction sets to coordinate the team during the recovery process and recover the specific technology platform.  Follow the procedures in section “System Recovery Procedures” (on page 60) to coordinate and maintain the recovery critical path. 
23. Monitor Customer and Operational Progress:  Monitor customer progress with activating seats, ability to start essential functions, backlog catch-up, business resumption, capacity monitoring and capacity scaling.  See section “Business and Operations Resumption” (on page 62)
24. Operational Scale Up:  Ensure effective support of the initial critical function operations and the incremental increasing of seats and capacity through following the procedures in “30 Day and Over Continuity of Operations” (on page 64)
25. Business Capacity Monitoring:  monitor the business capacity and transaction volume that the businesses are able to maintain.  Request statistics to help align or address recovery capability constraints when ramping up of operations in “30 Day and Over Continuity of Operations” (on page 64) 
26. Damage Assessment Update:  Upon review of damage assessment team review estimated time frames for availability for return to home site and develop migration plan.  Also, review any salvageable systems and inform recovery technical teams of pertinent systems so they can adjust recovery strategies.   See “Damage Assessment Update” (on page 62)
27. Insurance Claims:  Insurance questions may arise in the course of the event recovery.  To address these issues, See “Insurance Claim Procedures” (on page 63)
28. Extended Outage Options:  If the event extends beyond the period contracted with recovery site or recovery site capacity, begin the process of searching for long-term site.  See Section “Long Term Site” (on page 64).  If the timeframe for returning to the home site is longer than the timeframe for the availability of the emergency site proceed to “Long Term Site” (on page 64).  If the business capacity ramp-up requirements will not be sustainable at the emergency site for an extended outage, proceed to “Long Term Site” (on page 64).  
29. Fall Back Process:  For fall back procedures see “Production site fallback procedures” (on page 66)
30. Event Review:  For event post mortem event assessment see “Post Event Review and Analysis Procedures” (on page 68) 
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Recovery Site Activation Procedures

The following section walks the user through the process of recovery site activation, business recovery, resumption and fallback
Business Continuity Plan Access

LDRPS documentation access is essential during disaster recovery efforts in order to provide access to plan information.  It is very important that this system be available at the recovery site.  In the event that this system is not available, an electronic copy or printout of the BCP and a photo copier are required.
Vendor Provided Site

1. Check-in at Recovery Facility Reception Desk

2. Obtain locations of designated recovery rooms

3. Provide security desk with the list of names on the recovery teams “Recovery Teams & Critical Contacts” (Appendix C). 
4. Inform front desk of any changes to response team roster

5. Verify that lists with room numbers are available to check-ins.  If not, request permission to put up signs directing personnel to recovery areas (DR Seats and Infrastructure Facilities)

6. Provide security with cell numbers of Emergency Site Response Team members to help facilitate clearance of people not listed on roster

7. Provide list of staff members authorized for access to command center. 

Internally Owned Recovery Facility

1. Notify facilities or security of the situation

2. Check-in at Recovery Facility Reception Desk

3. Provide security desk with the list of names on the recovery teams “Recovery Teams & Critical Contacts” (Appendix C).
4. Inform front desk of any changes to response team roster

5. Verify that lists with room numbers are available to check-ins.  If not, request permission to put up signs directing personnel to recovery areas (DR Seats Infrastructure Facilities, and Data Center)

6. Provide security with cell numbers of Emergency Site Response Team members to help facilitate clearance of people not listed on roster

7. Provide list of staff members authorized for access to command center. 

Return to Recovery Site Team Leader Procedures (On Page 51)
Command Center Activation

1. Activate, test and allocate phones to command center team members

2. Activate and allocate network lines to command center team members

3. Specify who has seats in command center (put up seat markers)
4. Make additional copies of BCP for distribution to team members as needed (specific sections or full plan)

5. Activate any internal news feeds (TV’s, radios…)

6. Setup whiteboard or bulletin board for central command center status reference point.  Maintain all key reference information for Command Center Personnel.

7. Obtain office supplies from storage (pens, paper, markers) or, if unavailable, delegate office supply procurement task (on page 57)
8. Set up Color Name Badges (simple print out on colored paper or adhesive label with color marker) to identify on-site personnel.  Color-code the badges (Red – CMT, Green – Management, Blue – Front Office).  Consider using clear plastic card holders with neck straps for printed badges to provide easy visibility and holding place for security cards.  

9. Establish centralized point for maintaining the Emergency Command Center log (e.g. Exchange Based Command Center Tracking Log, electronic folder, or paper ledger…) where members of the Crisis Management Team can communicate and maintain ongoing notes about the event for tracking and post mortem review.  Also, designate person(s) to maintain information in log.
Return to Recovery Site Team Leader Procedures (On Page 51)
Vital Records Inventory (paper, e-files & databases...)

When activating the recovery site, secure the delivered vital records & tapes, confirm availability, validate readiness and begin restore efforts.  
1. Locate vital record delivery.  If not present, determine e.t.a. of vital record delivery.
2. Refer to the list of vital records in Appendix E
3. Upon confirmation of receipt of tapes notify tape restore team to retrieve tapes 

4. Tape team should perform a quick inventory to assure proper delivery.  This can be done by:

· Locating the index for the back up media contents.  This will help in identifying the appropriate media needed for restoring the intended target.  

· Identify any missing inventory.

· If any tapes/media are found missing or not in the expected readiness condition, immediate corrective measures need to be taken to obtain missing media and/or adjust recovery plans (e.g. notify vendor).  Also, report missing tapes to Command Center Recovery Manager.
5. Instruct tape team to begin restore process if sufficient tapes are present.
6. Verify that tape team has notified vendor of any missing tapes.
Critical Tools & Equipment

1. Instruct the person authorized to retrieve stored critical tools and equipment to contact the storage locations or vendors and inform that the agency has declared a disaster.
2. Request the vendor to deliver or make available for retrieval the critical tools & equipment.  
3. Secure any tools & equipment stored at the recovery site.
4. Refer to the list of Critical Tools & Equipment in Appendix E 

5. Using the list, perform a quick inventory to identify any missing items.

6. If any tools & equipment are found missing or are not in the expected readiness condition, immediate corrective measures will need to be taken to obtain (e.g. procure) missing components and/or adjust recovery plans.  Notify the Command Center Leader and the recovery site provider or critical recovery vendor of any missing systems.
Inventory of Critical Systems (Hot or Warm Fail-over)
One of the first tasks upon activating the site is to secure reserved recovery systems, confirm availability, validate readiness and begin activation.  Instruct each recovery team to perform a quick check inventory for the availability and readiness of the reserved critical systems and report back on any missing or damaged hardware that will delay the recovery process.

1. Refer to the list of critical systems in Appendix E.

2. Refer to the inventory of Hot, Warm, or Cold recovery solutions in Appendix E
3. Verify that the standby solutions are ready for restoring (if cold standby) or activation (if warm or hot).
4. Check with teams on ETA and status for any HW/SW Drop-ship agreements.  Make sure order inventory is correct.
5. If any systems are found missing or are not in the expected readiness condition, immediate corrective measures need to be taken to obtain (e.g. procure) missing components and/or adjust recovery plans.  Notify the Command Center Leader, the recovery site provider or critical recovery hardware/software vendor of any missing systems.
6. Request technical teams to use recovery coordination and technology recovery scripts in Appendix A & B to initiate recovery efforts to support posted RTO priorities.

Note: copies of these documents can be obtained in the Strohl system

Hardware/Software Inventory Access & Check (Cold Standby)
1. Instruct the person authorized to retrieve standby hardware and software to contact the vendors or storage locations to inform that the agency has declared a disaster

2. Inform the vendor to deliver or make available the hardware and software.  
3. If any tools & equipment are stored at the recovery site, secure the items.
4. Refer to the inventory of Hot, Warm, or Cold recovery solutions in Appendix E
5. Using the list, perform a quick inventory to identify any missing items.

6. If any systems are found missing or not in the expected readiness condition, immediate corrective measures will need to be taken to obtain (e.g. procure) missing components and/or adjust recovery plans.
7. Request technical teams to use recovery coordination and technology recovery scripts in Appendix A & B to initiate recovery efforts to support posted RTO priorities.
Office Supplies

1. Instruct the person authorized to retrieve stored office supplies or to contact the vendors or storage locations and notify vendor that the agency has declared a disaster

2. If any office supplies are stored at the recovery site, secure the items.
3. If supplies must be delivered, request the vendor to deliver or make available the office supplies.  
4. Refer to the list of office supplies in Appendix E
5. Using the list, perform a quick inventory to identify any missing items.

6. If any supplies are found missing or not in the expected readiness condition, immediate corrective measures will need to be taken to obtain (e.g. procure) missing components and/or adjust recovery plans.  Request staff member to procure from an office supply store (e.g. Office Max, Staples…)
Seat & Location Posting

Some sites may not provide a roster of locations showing room numbers for recovery purpose (e.g. desktop seating, servers, command center…).  This information needs to be provided to recovery site respondents.  To address this:
1. Create signs providing directions to recovery areas.  
2. Clearly post signs on entrance ways to recovery areas
3. Post placards on seat assignments so respondents can easily locate work areas.
Business and Operations Recovery Coordination
Coordinating the recovery and resumption of the first (critical), second, third and fourth level systems order is a primary role of the emergency command center.  To facilitate this process, plan information and recovery status information needs to be effectively managed and communicated as recovery teams performing their tasks.  Effective information management is essential for coordination across teams, resolution of process breakdowns, providing updates to all areas (internal and external) and maintaining the critical path.
Recovery Status Information

Plans are built to support RTO’s.  However, teams need to have a clear picture of the status to help keep in line with the critical recovery path as some planned solutions may not go according to plan.  Also, not all events match the planned strategies.  Clear communication of the recovery goals and status information will help keep teams coordinated if plans need to be modified during the recovery process. 

The command center needs to maintain a visible table of business names, functions and systems to recover.  This table should be sorted by RTO of function and then system.  In addition, a status field next to each line item should provide a current status in relation to estimated time of availability (on-schedule, off-schedule).  RTO’s should show the relationship to the time of incident.
The table should show the following information:

· Agency/Business Title

· Critical Function Description

· Priority of Functions by RTO

· Priority of supporting systems by RTO

· Supporting systems RPO

Note:  Paper copies of this information should also be available to staff
Example:
	Incident Description
	
	Time of incident
	

	Priority
	Function
	RTO
	Critical Systems
	RTO
	RPO
	Upstream

/Downstream Dependants
	Status Notes

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	Critical phone numbers
	

	Laptop IP configuration Information
	

	General Notes 

· Agency:

· Technical:

· Other:
	


Return to Recovery Site Team Leader Procedures (On Page 51)
Essential Functions Recovery Procedures

Coordinating the resumption of essential functions requires that both manual workarounds and supporting infrastructure recovery strategies are available.  The recovery procedures for critical systems must be maintained in relation to the Functions Recovery Time Objective.   For Technology Recovery Scripts see Appendix B.
Command Center Recovery Manager Tasks
1. Ensure recovery seats (systems, phones and designation) are ready for reception of Business recovery teams

2. Verify copies for the Agency Business Continuity Plans are available in the work area. See Appendix A& E
3. Ensure office supplies are retrieved and available See Appendix E
4. Verify that the agency’s manual work-around procedures are available and monitor customer progress for breakpoints.  The instruction sets for manual work-around execution are found in Appendix E
5. Ensure critical tools and equipment are retrieved and available See Appendix E
6. Monitor and provide status information updates to the Agency Team leaders on the recovery of critical systems supporting the essential function Recovery Time Objectives.  
7. Ensure recovery of critical systems maintain their critical path within the operational organization and escalate any breakdowns

8. Clearly communicate systems at risk of not meeting predefined RTO’s to agency team leaders and ensure that best efforts are being made to restore critical path.

9. Monitor business and operational processes for breakdown and ensure escalation and communication to team leaders 

10. Monitor the business need to utilize manual work around procedures (see section below) until the supporting critical systems are turned over 
11. Monitor and ensure support of business progress in addressing lost data and work backlogs after critical systems go live and are turned over to the customer
12. For a listing of functions and systems by RTO and RPO please see Appendix E
Manual Workaround Procedures

Manual workaround procedures may need to be used to perform essential functions while supporting technology is being brought back online.  The procedures may be used in cases where technology is not coming online timely enough to meet defined Recovery Time Objectives or in cases where solutions do not exist.

1. The manual workaround procedures are located in Appendix E
2. Guidelines to develop manual workaround procedures are located in Appendix E
3. Monitor the Agency’s use of workaround procedures in relation to capacity.
Agency Dependency Coordination

Essential Functions of the agency may be dependant on other agencies.  It is essential that these interdependencies are identified when reviewing the requirements for restoring a critical function.

1. Align the priorities of the agency recovery objectives with the priorities of the interdependent agencies.  This will support activating business recovery teams for the other agencies.  

2. It will also require coordinating recovery of several agencies simultaneously in addition to managing multiple agency data.
3. Monitor progress of manual work-around procedures and recovering systems.  

4. Provide status updates and maintain critical path

Desktop and Workspace Requirements
Each area has defined their desktop and pc configuration requirements.  The baseline desk equipment is defined in the plan assumptions (See Section ____).

1. Ensure desktop support services are providing adequate support to the arriving customer for assisting in initial desktop login, verification of basic desk functionality (pc, phones…)

2. Ensure desktop support aids in the user in user acceptance testing of applications as they are recovered.
3. Monitor client to ensure stability and scalability of recovery resources and environment.
Return to Recovery Site Team Leader Procedures (On Page 51)
System Recovery Procedures

As recovery teams arrive at the recovery site, each area team will begin their procedures for initiating recovery, activating systems and restoring services to customers.  
Each area (Operational and Technical) listed below maintains its own specific (technical or non-technical) recovery procedures.  These instruction sets are expected to be sufficient for an independent but appropriately skilled professional to reconstruct or failover the system or process should the primary or alternative system admin or operative be unavailable.  
The system recovery process should follow the order of:

1. Recovering baseline infrastructure first:  Facilities, networks, telecom and other baseline infrastructure needed to support servers, applications and communications.

2. Application and Client Hardware:  Server, desktop, phone system

3. Application, software, data

4. Interfacing systems

5. End user access and turnover
Ensure that each team member has access to their team coordination procedures and specific function or system recovery procedures.  If the team member does not have access to the information, make copies from the BCP.
· The instruction sets for team coordination are found in Appendix A
· The instruction sets for detailed technology recovery are found in Appendix B  
· Guidelines for creating the technology recovery procedures can be located in the Appendix B
Recovery Team Areas
Each of the below areas has a corresponding set of instructions to coordinate and execute team recovery efforts: 

· Agency Business Recovery Team

· Customer Service Call Center Activation and Support Continuance

· Data center Operations management
· Telecom

· Network

· Remote Access Systems (e.g. VPN) Activation

· Server/OS

· Applications

· Data Synchronization

· Tape Restore Procedures

· Info Sec procedures - For monitoring security and supporting resetting system and user passwords, distributing admin sec passwords
· Account Administration procedures - For resetting passwords on user ID's, applications and other (e.g. VPN)
· Desktop activation and Support

· Technician Desktop Activation, See Appendix B
System Restoration
Systems are recovered in priority within each classification level.   Systems are recovered by one of 2 methods:

1. Fail-over System (Hot: High Availability Data Replication, or Warm: Online, Point In Time Data Restore)

2. Tape Restore to cold standby hardware or drop-shipped equipment.

3. Review table in section “Business & Operations recovery” on page 58 to see alignment with essential function 

The inventory of the systems and their priority within the below classification level can be found in Appendix E
· Tier 1 - Critical Systems (tier 1)
To be added later:

· Tier 2 – 2nd level systems, moderate impact

· Tier 3 – 3rd level systems, low impact

· Tier 4 – 4th level systems, little to no impact 

Return to Recovery Site Team Leader Procedures (On Page 51)
Emergency Communications Center

Establish the Emergency Communications center at the recovery site:

1. Designate phones to call center operators

2. Test inbound and out-bound calls

3. Identify central phone number(s) to be distributed to CMT, Agency recovery teams, customers, and vendors.

4. Establish Emergency Command Center Log and designate personnel to maintain information see Tracking Logs, (on page 13)
5. Formally, assume centralization and activation of call center by verifying readiness state to receive calls

6. Manage and ensure effective communications during recovery process see below.
Recovery Process Communications
During the recovery site recovery process, maintain regular updates and status checkpoints to all areas, ensure current information is maintained on central information white boards or operations logs.  If useful, distribute recovery site staff call lists that include the immediate manager’s cell phone and any other key recovery contact information
1. Establish communications checkpoints for continued response coordination at major recovery process points through to conclusion of the event.  
2. Plan additional key communications points as needed (between the major milestones).  Checkpoints should continue as needed to ensure clear communications of response and coordination decisions as well as to help minimize confusion and panic.

3. It is critical to maintain consistent communications to assure a coordinated, unified response, monitor progress and maintain a time schedule.  

4. Request status updates for each recovery area during update meetings.  These updates will also facilitate communication flow across teams.
5. Discuss progress and issues internally.  
6. Address any external communication needs (outside of the Commonwealth)

7. Establish the next communications checkpoint at the end of the meeting/Conference Bridge to maintain continuous communication flow.  Specify a time and communications method (Conference Bridge or meeting location) to reconvene.  
8. This process should continue through recovery, resumption and fallback processes.  
9. If e-mail is functional, send brief status e-mail with updates from last emergency conference immediately to all CMT members to ensure all staff are kept informed, include time and place of next conference.
10. Maintain Working group/bridges:  Separate working groups or bridges for team members avoid disrupting the CMT process on the CMT Bridge.  As issues are resolved, status is then reported up and down to the chain of command by the team leaders. 
11. Communications for Fall Back:  Maintain checkpoints and communications through the fallback process to the original or new long-term production site.  The last checkpoint should conclude with a final notification that the event and response is closed.

Return to Recovery Site Team Leader Procedures (On Page 51)
Business and Operations Resumption
Essential Function Recovery Path

It is the responsibility of the command center to maintain the essential function recovery path.  This is accomplished by making concise and visible references (e.g. whiteboard) of the priority of function, supporting systems status and dependencies.  The CMT Leader needs to monitor recovery processes and help keep them on track or adjust resources and priorities to get processes back on the critical path.  This information should also be reviewed at each CMT status update to reinforce the recovery process priorities across the organization.

Customer Recovery Support

The CMT leader needs to monitor the process of:

· Receiving customers at the recovery site
· Critical function recovery status

· Manual workaround status and viability
· Critical system recovery status 
· Desktop activation 
· Technical support to customers

· Recovery & resumption process breaks

· System turnover notification 

· Business resumption

· Seat and operation scale-up
· 30 Day and Over Continuity of Operations

· Fall-back to original site

Resource Requirements

During the recovery process, request for resources (vendor support, hardware, software, office supplies…) will be made.  Maintain a tracking list and reach out to critical recovery vendors to initiate orders.  Delegate any procurement tasks to command center team member.  
Damage Assessment Updates
During the CMT status meetings, request updates from the DAT on event impact status:

The assessment should detail a Systems/Facility Impact inventory listing:

· Timing for return to home site
· Inventory of salvageable hardware/software

· Delivery status of salvageable equipment 
· Estimated duration of impact (hours, days, weeks)

· What systems are working and stable

· Which systems are offline or at risk of failing

· Timeframes to recover offline system without using fail-over solutions

Return to Recovery Site Team Leader Procedures (On Page 51)
Staff Management
Over the course of a long recovery, burnout and errors can provide significant risk to the recovery process.  To prevent these risks, it is imperative that all recovery staff follow a rotational coverage schedule.  Transferring the recovery process from the primary to the alternates as well as other team members will help reduce this risk.  Also, consider using staff augmentation from vendors or temp agencies in extended events.
Key areas need to be tracked for maintaining staff effectiveness:

· Transportation

· Housing

· Expenses reimbursement

· Personal constraints (e.g. children..)
Insurance Claim Procedures

While the commonwealth may be self-insured, specific questions regarding workman’s compensation, health care, building insurance or asset insurance may need to be addressed.  

Many private organizations take insurance policies on assets, staff or facilities and a standard review is made to ensure these policies are kept up to date.  In addition, a plan is established to easily facilitate access to policy and claim contact information during a disaster.  

1. The internal insurance designate should be prepared to field insurance related questions from staff, vendors and facilities teams.  

2. The insurance designate may need to locate or direct these inquiries to the appropriate Commonwealth representatives.

3. The designate should maintain a contact list to help direct and address these questions.

4. This information should be kept in the team procedures or technical recovery section.
Return to Recovery Site Team Leader Procedures (On Page 51)
30 Day and Over Continuity of Operations 

The Business Continuity Plan aims to address the recovery and resumption of operations for a period ranging from a short-term to a sustained outage.  Most incidents tend to fall into an intermediate outage term of several days up to 30 days.  However, incidents do occur, as in the case of a fire related total facility loss, where relocation is necessary for an indefinite period of time.  In addition, it is prudent to consider the more remote possibilities of sustained local and regional impacts completely unanticipated as in the case of Hurricane Katrina.
As the function and system recovery process ramp up and fail-over systems are turned over to the agency to resume operations, the command center team leader will need to continuously monitor the agencies and operations to support scaling.
1. Monitor agency requirements for seats to scale up over time this information is identified in the plan Appendix E
2. Ensure support for the incremental increase of seats and staff at the recovery site 

3. Leverage the members in “Recovery Teams & Critical Contacts” (Appendix C) to develop and maintain a rotational staffing schedule that will support sustaining operations.  Monitor for staff burnout.

4. As the business resumes, the Agency needs to monitor the growth in capacity at the end of each day.  Maintain volume information for customers served, transactions completed.  They should track information that will help define the rate of growth and support scale up requests for purchases.

5. Continue to check with the Damage Assessment Team for estimated return to site-of-origin timeframes.  If the duration of stay at the recovery site continues monitor capacity reports.  The agency capacity may approach constraints in which case, additional resources (staff, facilities or systems) may be needed to sustain the critical function

6. If capacity constraints are reached consider augmenting capacity as follows:
Staff: 


a. Leverage any non-effected agencies or areas that may share functions.  Staff at these agencies or areas may be able to help offload some work load.  

b. Utilize temporary help from professional staffing firms

c. Address possibility of need to operate at a lower capacity for a period of time

Systems & Facilities:
a. Identify temporary office space internal to the organization or from an external vendor

b. Determine capability of recovery site to increase physical space and seating capacity over time
c. Determine capability of recovery site to increase computer desktop and phone system capacity over time

d. Identify temporary operational space (e.g. datacenter, file rooms, network closets…) and systems (cabling infrastructure, HVAC, power, circuits, rack space…) internal to the organization or from an external vendor

Return to Recovery Site Team Leader Procedures (On Page 51)
Long-term Site

If the damage incurred from the event will prevent access to the home site for a sustained period, a long-term facility or permanent replacement may be necessary until the home site can be repaired or fully replaced.
If the recovery site is capable of supporting an indefinite stay, the recovery team will need to prepare for scaling up operations to support the indefinite stay.  If these steps have not been performed, leverage capacity reports and interview the agency business areas and support teams to develop a picture of capacity capabilities at the original site.  Proactively initiate facility and technical projects to scale up capacity if the impact to operations from operating at the lower capacity will justify the cost of scaling up.
Alternate Long Term Facilities

Operating at the recovery site for an undetermined period of time can prove very costly or the recovery site may have a time constraint on the agreement.  If this is the case, it may be necessary to identify and move to a location that can be used for an indefinite period of time.  If this cannot be arranged in advance, maintain a list of preferred vendors that lease data center and office space.  Search for disaster recovery and co-location facilities to identify a solution that will meet both your technical and cost requirements.  These resources will provide a long-term facility until a permanent site can either be reconstituted or arranged.  
Long Term Facility Plans
Many businesses or agencies may find the cost of reserving a long term fail-over site unaffordable and do not secure such facilities or the planned facilities will not support extended outages.  In cases, where long-term alternate sites have not been adequately planned for, steps need to be taken to secure capacity (full or scaled down) during the course of the event.  In some cases, it may be necessary to relocate from a recovery site to a long-term facility.  The following considerations will aid in identifying long-term operational facilities.  
If this is the case consider using:
· Co-location sites
· Disaster Recovery Sites, e.g. SunGard, IBM…
· Hosting sites where data is accessed remotely

· Private office space or hotels
· Sharing facilities or leasing space from other agencies 

· Mobile or fixed targeted recovery solutions for. Data Center, Telcomm, Workspace (e.g. rentsys)

A team consisting of facilities and systems administrators will need to be established to provide requirements for the long term facilities.  The agency will need to provide its business requirements so an effective picture can be given to the hosting facility.  Once requirements are given and quotes are received from the hosting providers and facilities have been secured, follow the migration priorities specified in the section “Production Site Fallback Procedures” (on page 66).  While the process is not falling back to the home site, these priorities will help in minimizing impacts during the transition to another location.
Production Site Fallback Procedures 

Once the agency has been given the go ahead to return to the original site of operations or the reconstituted facilities, careful consideration must be taken in order to ensure that the return does not create unnecessary function or service interruption.   Service interruptions can occur from returning to a site where systems and facilities have been shut down or idle for a period of time.  Increasing staff and capacity utilization from returning to the facility can expose failures in environments that are not evident from initial startup.  In addition, data synchronization timing must be allowed for in order to prevent data corruption.
Function Fall Back Priority

Considerations:

1. Least essential functions first
2. Supporting critical system

3. Agency interdependencies

4. Data Synchronization

· Time Constraints

· Steps
3. Staff and Customer Logistics

· Travel Constraints 

· Stay Duration Constraints 

· Clear Communications

· Prioritize Functions of Similar Criticality
4. Recovery Site Business Constraints 

· Cost 

· Productivity Loss

To minimize interruptions and provide a margin of error to allow for possible issues: 
1. Set the priority of returning functions, systems and staff to follow least essential functions and supporting systems first.  
2. Align time required for data synchronization of returning systems with the fallback time table

3. As staff and customers can be under tremendous strain by working at or with a recovery site, consider these demands when setting the priorities

4. Consider Agency interdependencies in the priority, when falling back functions and systems, if all interdependent agencies are not considered, a non-considered dependant agency’s critical function can be impacted

5. Operating a business at a recovery site is more costly than at the normal facilities, costs include the recovery facility premium as well of cost of productivity loss in a scaled down environment.  These factors should be considered while considering fallback priority.
6. As least essential functions successfully return to the facility, incrementally return more functions to the site of origin.  

7. As the facilities and systems show they can support the increasing capacity without issues, continue to move onto more critical systems.  

8. Carefully monitor the fallback of the more essential functions and systems.  Failed data synchronization that impacts both the site of origin and recovery site can have devastating consequences to both failover and production systems.  It is essential to ensure that the appropriate resources are available to support effective system activation and data validation.  

Team / Agency Fall Back Priority

Team fallback needs to be synchronized and aligned with the critical function falling back.  The Recovery Team Leader needs to effectively coordinate the order in which business system users, application, infrastructure and desktop support return.  If staff fallback priority is not clearly communicated, critical staff may leave early or show up at the wrong site causing delays to the fallback process as well as potential impacts to functions and systems.
Issues to consider when falling back should be 

1. Staff and Customer Logistics

2. Travel Constraints 

3. Stay Duration Constraints 

4. Clear Communications

5. Prioritize Functions of Similar Criticality

Data Center Activation Steps

When activating the data center be sure to:

· Verify Data Center Environmental components are stable and ready to support the capacity load (power, temperature, UPS, Generators…)

· Verify environment security is operational (card key doors, cameras…)
· Ensure that Data Center Operations is in-place to monitor the environment as systems are brought back on line and capacity scales up.

· Maintain a support and contingency path for system or facility failures 
Systems Activation Procedures

· Each team will follow its own set of procedures for starting up equipment.  This information should be located in the system run books.  If run books are not available due to a reconstituted facility, the technical staff may need to use and adjust its instruction set used in failing over to the recovery site. 
· The teams should inform the Command Center of successful systems startup and stability
· Recovery teams should report to the command center of any system failures.

· Any risks to RTO’s and RPO’s should immediately be reported to the command center

· After all systems have been turned over to the end user, monitor operational performance of systems and facilities for a period to ensure all operations have stabilized in the site of origin.
Data synchronization procedures

1. Define steps required to synchronize data with host system

2. Define timeline required to synchronize data with host system

3. Define time to close system to any data changes

4. Initiate data synchronization procedure

5. Validate data match on synchronization drives are complete

6. Set fail-over system on standby in the event that the new production system experiences an unworkable failure

7. Point and test clients at new site

8. End-user testing

Customer Call Center Activation

1. Set priority for return of personnel based on supporting the function fall back priority
2. Monitor and support customers as they return to systems and operations

3. After all systems have been turned over to the end user, monitor operational performance of systems and facilities for a period to ensure all operations have stabilized in the site of origin.
Pack and Reset Recovery Site
1. Pack, replenish and store vital records to vendor

2. Pack, replenish and store critical tools and equipment
3. Pack, replenish and store office supplies

4. Pack, replenish and store documentation

5. Pack, replenish and store emergency supplies
Post Event Review and Analysis
After the event has been completely resolved it is necessary to perform a review of how the recovery process was performed.  The review is an opportunity to look at successes and identify areas that need improvement.  The review should take place within a reasonable period of time after the event.  Waiting too long a period after the event will risk losing important feedback from participants’ observations.

1. To prepare for the review, consolidate notes for:

· Issues to Resolve

· Lessons Learned

· Successes
2. This information can be taken directly from the command center’s operation log and the initial recovery tracking log.

3. Consolidate these notes into the above categories.
4. Provide the consolidated notes to recovery team participants for review of their respective areas.
5. Interview the recovery team participants to verify the information provided and identify additional feedback useful to improving recovery efforts.

6. Provide the final report to the Recovery team participants and perform a consolidated review.
7. During review session: 

· Analyze recovery successes

· Perform a scientific review of issues

· Establish an issue tracking log and designate an owner
8. Maintain a tracking log of issues and ensure that follow-up to these issues are performed.  Any changes or improvements should be incorporated in the next DR test to validate effectiveness.
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