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1.4 Project Scope & Application 
The purpose of this document is to present the QAPP for conducting modeling to support development of TMDLs.  The QAPP provides general descriptions of the work to be performed to support TMDLs, the procedures that will be used to ensure that the modeling results are scientifically valid and defensible, and the efforts undertaken to reduce uncertainty to a known and practical minimum. Since the majority of modeling is performed by expert contractors working for MassDEP, this QAPP is also applicable to TMDL modeling performed by contractors under DEP supervision.

A graded approach will be applied to projects in order to apply an appropriate QA level with the confidence needed in modeling results.  The fundamental requirements that define the QA level include:

• The intended use of the model – Higher standards are required for projects that

involve potentially large consequences.

• The scope and magnitude of the project – The more complex the project and model,

the more detailed the QA effort that will be necessary.

Although there are no explicit categorizations or guidelines for applying the graded approach, a generalized methodology has been identified in QA/G-5M – Guidance for QAPPs for Modeling (EPA 2002).  It allows QA activities to be adapted to meet the rigor needed for the project at hand.  If a project addresses regulatory compliance or TMDL implementation, significant QA planning is necessary. 

1.5 Project Organization  
The Department’s TMDL Project Leaders are Kimberly Groff (Program Director) and Barbara Kickham (TMDL Section Chief). Their responsibilities are listed in Element 1.5.1 and include notifying the Bureau QA Managers within the State and EPA Project Officer when new models will be created, justifying the inability to use existing models and if modifications to the model code will be necessary.

1.5.1 Key Individuals/Titles and Responsibilities
VACANT, DEP QA Coordinator:  Responsible for programmatic QA within DEP, including updates to the Quality Management Plan (QMP).  Has independence from all units generating data and modeling.  Oversees QA training for the Department. 
Rebecca Weidman, DWM Director:  Responsible for overseeing programs within the Division of Watershed Management.
Kimberly Groff, WPP Director:  Responsible for overseeing TMDL, assessment and monitoring sections within the Watershed Planning Program.  Has the authority to issue stop work orders or require revisions to models.




Barbara Kickham, TMDL Section Chief:  Responsible for overseeing TMDL modeling efforts and has authority to issue stop work orders and/or require changes. Also oversees model development and application.

Richard Chase, Data/Assessment/QA Section Chief:  Responsible for overseeing quality control/quality assurance (QA/QC) procedures and activities, data management and 305(b) assessments within the Watershed Planning Program.  Is the primary record keeper for QAPPs and QA documentation for the program.  

(varies), TMDL Project Manager(s):  Staff-level management activities, including coordination with contractors, review of draft reports, monitoring and model development as needed, etc.
Mary Garren, EPA Project Officer:  Responsible for overall project management at EPA, including reviewing the modeling report with respect to potential future TMDL development.  Also, approves QAPP and reports, and provides support.


John Smaldone, EPA QA Manager:  Responsible for overseeing EPA-Region 1 QA Office.  Assigns QAPP for review/approval.  Ensures that QA assistance and guidance is provided as necessary.
1.6 Problem Definition/Background 
This document represents a generic modeling Quality Assurance Program Plan for MassDEP’s Division of Watershed Management, Watershed Planning Program, Total Maximum Daily Load (TMDL) Section.  It covers quality assurance elements for model applications related to TMDL development, and is intended to generally cover the most important factors that affect the credibility of model results.  Modification of this QAPP will be required when projects will involve new model development.  

Excess pollutant loading can result in violations of water quality standards.  Historically, development of TMDLs was first mandated by the Clean Water Act in 1972 (Section 303d), and was applied primarily to point sources of water pollution. As a result of public pressure to further clean-up water bodies, lake, stream, and estuary TMDLs are now being prepared for both Point Sources (PS) and Non-Point Sources (NPS) of water pollution.  

TMDL analyses are prepared to estimate the total daily maximum load (mass per time) that a water body can accept while maintaining target waterbody concentrations (40 CFR 130.2(I)).   A calculated TMDL establishes the allowable pollutant loading from all contributing sources at a level necessary to achieve the applicable water quality standards. The TMDLs must account for seasonal variability and include a margin of safety (MOS) to account for uncertainty of how pollutant loadings may impact the receiving water’s quality.  The TMDL may also be expressed in terms of other increments for the purposes of implementation.
TMDL reports (http://www.mass.gov/dep/water/resources/tmdls.htm) identify regulatory criteria for water bodies and are based on available water quality data, such as nitrogen, phosphorus, biotic indicators of eutrophication (e.g., chlorophyll-a), dissolved oxygen, etc..  The TMDL process includes a public participation component to allow for public review.  Model performance and model outcomes under this QAPP will address the available regulatory criteria.

The use of water quality models are often necessary to analyze hydrologic and water quality dynamics, in order to determine allowable pollutant loads.  MassDEP conducts TMDL modeling studies on lotic, lacustrine, and estuarine systems.  TMDL complexity can range from simple mass balance loading functions to multi-dimensional modeling of hydrodynamically complex waterbodies.  
Model Specification and Selection

Model specification and selection begins with defining the problem and objectives of the modeling effort and investigating existing models in common use for their applicability or developing a new conceptual model approach. It involves an iterative, collaborative effort among decision makers to specify all aspects of the problem that will inform subsequent selection or development of a model framework. (USEPA 2009, p9) 

According to the USEPA, model selection or development can be viewed as a process with three main steps: (a) specify the environmental problem (or set of issues) the model is intended to address and develop a conceptual model, (b) identify an existing model or develop the model framework (develop the mathematical model) that can achieve the desired project objectives, and (c) parameterize the model to develop the application tool. (USEPA 2009, p8)  
Model development is a collaborative effort involving, model developers, intended users, and decision makers (the “project team”). The perspective and skills of each group are important to develop a model that will provide an appropriate, credible, and defensible basis for addressing the environmental issue of concern. (USEPA 2009, p8).
During problem specification, the project team must clearly define the regulatory or research objectives, determine the type and scope of the model best suited to meet those objectives (i.e. empirical vs. deterministic, static vs. dynamic, deterministic vs. stochastic),  the data criteria , the model’s domain of applicability, and identify any programmatic constraints. Problem specification and project objectives must be defined sufficiently so the project team can determine whether or not an existing model can be used to meet those needs (USEPA 2009, p9). 
Model assessment and selection is usually completed at the initiation of modeling projects by MassDEP and/or its consultant in order to identify a successful approach for modeling.  As part of the review process, publicly available simulation models are evaluated in order to identify the most appropriate modeling tool for characterization of point and non-point sources.  A number of standardized modeling packages are reviewed.  These have the following advantages:

· Comprehensive documentation is distributed including a user's manual, conceptual representation of the model process, explanation of theory and numerical procedures, data needs, data input format, and description of model output.

· Technical support is typically provided in the form of training, use-support, and continual development from federal or academic research organization like EPA, USDA, and USGS.

· Standardized modeling software has a proven track record, providing validity and defensibility when faced with legal challenges.

· They are usually readily available to the general public (non-proprietary).

Selection criteria include length of model development history, applicability at the needed scale, and ability to predict the impact of land management practices on water quality and sediment. The degree of certainty needed in model outputs is defined on a project specific basis through model optimization techniques.  Certainty end-points in the form of qualitative and/or quantitative measures , when specified, are model performance goals as some amount of irreducible error is inherent in all modeling.  If other model selection tools are applied, their application will be documented in the modeling journals and reports.  Section 4.3.1 identifies a few assumptions for modeling.  Project-specific assumptions in the modeling process will be documented in the modeling journals and reports.  
While most models used by MassDEP for TMDL purposes are free and available in the public domain, proprietary models may be used on a project-specific basis. Existing hydrologic and water quality models that may be utilized when developing TMDLs include, but are not limited to, the following.  
· HSPF, HSPFParm (Hydrologic Simulation Program Fortran, and variations)
· QUAL2E, QUAL2EU, QUAL2K (river and stream water quality)
· Various land use export models (e.g., NPSLAKE (MassDEP); Generalized Watershed Loading Function (GWLF); ArcView Generalized Watershed Loading Function (AVGWLF) 

· various mass balance models using water and nutrient/pollutant budgets (e.g., Vollenweider (1975), Dillon and Rigler (1974), Reckhow (1979))

· SWMM (Stormwater Management Model)

· CE-QUAL-W2/RIV1 (surface water quality)
· BASINS (Better Assessment Science Integrating point and Nonpoint Sources)
· SPARROW (SPAtially Referenced Regression On Watershed attributes)
· WAM (Watershed Assessment Model)

· Aquatox (pollutant fate and ecology)
· CORMIX (mixing zones) 
· WQMAP™ (surface water quality)
· EPD-Riv1 (Riverine Hydrodynamic and Water Quality Model) 

· EFDC (Environmental Fluid Dynamics Code)
· WASP (Water quality Analysis Simulation Program)
· LSPC (Loading Simulation Program in C++)

· STRMDEPL (streamflow depletion)
· MODFLOW (groundwater)

· RMA-2 (hydrodynamic/flushing of complex river and estuarine systems)

· RMA-4 (water quality of complex river and estuarine systems) 

1.7 Project/Task Description and Schedule 
Modeling will be conducted where necessary to support TMDL development.  TMDLs are important tools for maintaining and protecting acceptable water quality.  They are primarily designed to 'get a handle' on the magnitude of the pollution problem and to develop plans for implementing Best Management Practices (BMPs) and/or capital improvements to address the problem. Models should include the ability to quantify future spatial and temporal distribution of pollutants in the watersheds, flexibility to evaluate historical and relative contributions of various pollutant sources in the watersheds, and adequate resolution to identify the relative in-stream impacts of pollutant loading to the stream system from various urban and non-urban point and non-point sources.

To address the need for TMDL modeling data, targeted surface water monitoring is conducted by MassDEP-DWM on an annual basis or is contracted to qualified firms.  Sampling generally consists of physico-chemical variables for nutrients (N, P) and E. coli bacteria, and may also include other inorganic analytes, biological indicators, dissolved metals and streamflow estimates.  Most 303(d) listed TMDL water bodies in Massachusetts are monitored during the spring, summer and fall seasons.  Monitoring conducted directly by MassDEP is performed consistent with DWM’s five year programmatic QAPP (MassDEP 2015) and annual Sampling and Analysis Plans (SAPs) are produced as QAPP addendums. Monitoring conducted under contract to MassDEP is conducted in accordance with a detailed monitoring QAPP in support of project goals and needs.  The resulting data are used to support TMDL modeling.  Additional data sources are identified in Section 2.0.  
Schedules for modeling work are project specific and will be shared with QAPP signatories for review and comment.  In general, modeling work can take one or more years to complete depending upon its complexity and available resources for the project.  However, with many regulating agencies involved, there may be additional technical evaluations requested that may require additional time that may impact the schedule.  Regulatory agencies may also require more time for review of model results and to reach consensus at key decision points.  More specific resource or time constraints cannot be foreseen at this time but, if significant, will be communicated from the MassDEP Project Manager to the EPA Project Officer.
An example Scope of Work for contract modeling pursuant to TMDL development is provided in Appendix A.
1.8 Quality Objectives and Criteria for Measurement Data and Models 
Quality objectives and criteria for model inputs and outputs can be qualitative and/or quantitative statements that (1) clarify study objectives, (2) define the appropriate type and acceptance criteria of existing data, (3) establish acceptable model input and parameterization (calibration) criteria, (4) outline model performance evaluation obligations, and (5) specify tolerable levels of potential model accuracy, sensitivity, and uncertainty.  Each is discussed in the following sections.

Assessing whether the DQOs have been achieved for a modeling study is less straightforward than for a typical sampling and analysis program.  The usual data quality indicators (e.g., completeness, representativeness, comparability) are difficult to apply and in many cases do not adequately characterize model output.  The ultimate quality test for the model is whether the output sufficiently represents the natural system that is being simulated.  To a large extent, this is determined by the expertise of the modelers and the amount of available data.  Nonetheless, there are objective techniques that can be used to evaluate the quality of the model performance and output.  Where applicable, these techniques shall be applied by MassDEP for TMDL modeling projects and the results presented in a modeling report or technical memorandum. Justification shall be provided where these techniques are not applied.  The methods, and the proposed performance expectations, are discussed in Section 1.8.2 below.  
1.8.1 Objectives and Project Decisions

This QAPP has been completed by MassDEP to ensure that (1) modeling input data are valid and defensible, (2) model setup and parameterization (calibration) protocols are followed and documented, (3) model applications and output data are reviewed and evaluated in a consistent manner and 4) that models are able to predict hydrologic or water quality conditions over time in support of TMDL development.  

An example overarching purpose may be if modeling indicates that water quality standards are attainable, then discharge permits may be modified (or other pollution prevention measures taken) to improve water quality.  To this end, modelers will work with program managers to align model outputs with the types of decisions to be made.

1.8.2 New Data Measurement Performance Criteria/Existing Data Acceptance Criteria

The use of existing data of known quality in modeling efforts is extremely important and helps ensure that the modeling yields accurate predictions with an acceptable level of model uncertainty.  All model input or parameterization (calibration) data sources will be collected in accordance with a QAPP (and associated SOPs) prior to its use in the modeling effort.   Data with unknown quality (i.e. collected without a documented QAPP or using SOPs not approved by EPA or MassDEP) will be flagged and noted as either conditionally acceptable for limited use or not acceptable for use at all.  See also Section 2.1 for additional procedures for excluding data.
New and Existing Monitoring Data
Data Quality Objectives (DQOs) for model input and calibration are specified in individual QAPPs for each data source.  For DWM-generated data, for example, ambient field blank and duplicate water samples are typically obtained for approximately one out of every 10th water body sampled.  Blanks are expected to be analyte-free (<method detection limit), and duplicate results are expected to be generally within 20% of each other.  Laboratories are expected to provide their own internal approach to quality control in the SOPs for each test and in their comprehensive Quality Assurance Plans (QAPs).  
When DQOs are not met, and best professional judgment indicates sampling error,

procedures are reviewed to determine which steps are critical for establishing consistency.

Further detail may be added or modifications made to the SOP.  When quality objectives are not met, and best professional judgment indicates analytical error, the lab will be contacted and some resolution to the problem will be sought.  As a result of DWM’s data validation process for DWM-generated data and its external data review procedures, resulting data may be accepted, accepted with qualification or censored.  For additional information on DWM’s data validation process and it’s procedures for review of non-direct (external) data, see the DWM programmatic monitoring QAPP (MassDEP 2010). 
MassDEP has established general Data Quality Objectives (DQOs) for modeling projects in order to specify the acceptance criteria for model input, and parameterization (calibration) or corroboration (validation) data.  DQO’s identify the (1) type and quality of data that will be appropriate for use in the modeling project, (2) spatial and temporal input data coverage requirements, (3) data quality and currency, and (4) technical soundness of the collection methodology.  
Generalized DQOs for MassDEP modeling efforts include:
1. All input and parameterization (calibration) data for the model will be of a known and documented quality.

2. Data will be collected from as many sources as available, and provide the maximum temporal and spatial coverage of the watershed drainage, if necessary and applicable.

3. The data will be comparable with respect to previous and if possible future studies.

4. Modeling data will be representative of the parameters being measured with respect to time, location, and the conditions from which the data are obtained.

DQO’s were further refined in order to define performance criteria that limit the probability of making decision-based errors.  They address the data validity and reliability of the modeling effort and each is briefly described below in the context of completeness, representativeness, and comparability.  The traditional context of precision and accuracy is not included due to the fact that, in most cases, the data has already been collected and analyzed through acceptable analytical procedures.

Completeness is a measure of the amount of valid input data obtained during a process.  The target completeness for models will be 100 percent – e.g. all available sources included.  The actual completeness may vary depending on the intrinsic availability of monitoring data. Deficiencies in water quality, climatic, or stream flow data are outside of the control of the modeling effort and will be addressed as part of the data compilation and assessment effort.  In order to provide surrogate data, the most current statistical or stochastic methods will be used to extend or fill in missing time-series data.  The normal-ratio will be used to fill precipitation gaps. Discharges will be linearly interpolated or estimated using other fitting methods such as regression analysis.  In some cases, additional data will be gathered to reach completeness objectives.  MassDEP will address any data completeness issues as they develop. 

Representativeness is a measure of how closely the input or parameterization (calibration) data will reflect the physical characteristics of hydrology and water quality over time.  Standardized monitoring plan design and the use of Standard Operating Procedures (SOPs) for discharge measurement, soils identification, land cover mapping, sample collection and handling, and acquisition of weather data are crucial to ensuring representative data quality.  All model input or parameterization data sources deemed to be usable shall have had a QAPP in place prior to sample collection or be of known, documented and acceptable quality.  

Comparability expresses the confidence with which one data set can be compared to another. Data comparability from external sources is very much tied to the individual project methodology and time at which it was collected.  For the purpose of the modeling effort, comparability will be maintained by using consistent units, appropriate temporal scales, and reproducible methods. Unit conversions (metric may be the required default), datum transformations, and grid re-projections will likely be required to make data for the modeling comparable.  Information that exists outside a reasonable temporal scale, has significantly changed or will potentially diminish the modeling results are not comparable.  MassDEP will make these determinations using best professional judgement, as necessary.  Comparability between other model indicators will be evaluated on a case-by-case basis.

Acceptance Criteria for Model Parameterization (calibration)
Some models are “calibrated” to a set of specific parameters. Calibration is defined as the process of adjusting model parameters within defensible ranges until the resulting predictions give the best possible fit to the observed data. The acceptance criteria for model parameterization (calibration) define the procedures whereby the difference between the predicted and observed values of the model are within an acceptable range, or are optimized. This can occur either qualitatively or quantitatively and documented accordingly (USEPA 2009, p65). Often parameterization is the only method to ensure that model predictions correlate with values observed in the field or within ranges documented in scientific studies.  Parameterization uses observed hydrometeorological data in a systematic search for parameters that yield an acceptable fit of computed results.  This search is performed to find a reasonable best estimate that will yield the minimum value of an objective function, or variable that is critical in application.

Parameterization has become increasingly important with the need for valid and defensible models for TMDL development.  Each time a model is calibrated, it is potentially altered. Therefore, it is important that all calibrations be properly documented including the approaches taken (e.g. qualitative vs quantitative) along with the acceptance criteria. 

Acceptance criteria for the modeling projects should be established in order to provide a numerical ruler for determining whether the model is an appropriate tool for TMDL decision-making.  As an example, the model parameterization criteria may be based on  recommended error percentages for seasonal, annual, and storm-based water yields (Table 1).  Generalized information related to model parameterization criteria, and corroboration considerations, include the following references: Thomann, 1982; James and Burges, 1982; ASTM, 1984.

Table 1. Example of Acceptable Model Parameterization/Calibration Hydrology Criteria (example)
Errors (Simulated-Observed) 


Recommended Criteria

Error in Total Volume 




10%

Error in 50% Lowest Flows 



10%

Error in 10% Highest Flows



15%

Seasonal Volume Error – Summer


30%

Seasonal Volume Error – Fall 



30%

Seasonal Volume Error – Winter 


30%

Seasonal Volume Error – Spring 


30%

Error in Winter Storm Volumes 


20%

Error in Summer Storm Volumes 


50%

Graphical comparisons of model performance may also be used including time series plots of observed and simulated flows and state variables, and residual scatter plots (observed versus simulated values).  Time series plots are generally evaluated visually for agreement, or lack thereof, between the simulated and observed values.  When observed data are adequate, or uncertainty estimates are available, confidence intervals can then be calculated so they can be considered in the model performance evaluation.

A number of statistical tests are also available for watershed model evaluation and optimization. The Sum of the Squared Residuals and the Nash & Sutcliffe Coefficient of Efficiency are two that have been identified for the purpose of modeling projects. Each is described below.

Sum of Squared Residuals is a commonly used objective function for hydrologic model

parameterization (calibration).  It compares the difference between the modeled and observed ordinates, and uses the squared differences as the measure of fit.  Thus a difference of 10 feet3/second between the predicted and observed values is one hundred times worse than a difference of 1 feet3/second.  Squaring the differences also treats both overestimates and underestimates by the model as undesirable.  The function implicitly is a measure of the comparison of the magnitudes of the peaks, volumes, and times of peak of the hydrographs and water quality constituents.  The equation for calculation of the sum of least squares is shown below (Diskin and Simon, 1977).
[image: image1.emf]
Nash and Sutcliffe Efficiency is a goodness-of-fit test can be used as another statistical method for evaluating the hydrologic variability between measured and predicted model values.  The Nash and Sutcliffe Coefficient of Efficiency (COE) provides a normalized estimate of the relationship between the observed and predicted model values and is calculated as below (Nash and Sutcliffe 1970).

[image: image14.png]‘Table AG: Proposed Model Calibration and Validation Targets for Southport

Modeling Project
Ervor Mescure Property Tarset
Value
Relive Vesa Erver,rme | Fydodymanme (aderangs) [ +1T%
R

Frvor Cosfien of Ve,

Consloios Conficam 7





A COE value of one indicates a perfect fit between measured and predicted values for all events. COE values between zero and one suggest a positive relationship between observed and predicted values, thus allowing for the use of predicted values in lieu of observed data.  A zero value indicates that the fit is as good as using the average value of all the measured data.  See also Section 4.1 for additional parameterization considerations and stop criteria.
No matter what method is finally chosen the calibration results should be properly documented in a project modeling document, technical memorandum or other appropriate vehicle which describes how the calibration was conducted and tested for acceptance. 
Model Corroboration (Validation)
Corroboration (validation) is defined as the comparison of modeled results with independently derived numerical observations from the simulated environment.  Model corroboration is an extension of the parameterization (calibration) process.  Its purpose is to assure that the calibrated model properly assesses the range of variables and conditions that are expected within the simulation.  Although there are several approaches to validating a model, perhaps the most effective procedure is to use only a portion of the available record of observed values for parameterization.  The rest is used for corroboration.  Once final parameterization parameters are developed, simulation is performed for the remaining period of observed values and the goodness-of- fit between recorded and simulated values is reassessed.  Wherever possible, this type of split-sample parameterization and corroboration procedure will be used for modeling projects.

The credibility of the model hinges on the deterministic ability to predict conditions over the entire range of observed data: in effect, validating the model. As with model calibration, model corroboration can be conducted either qualitatively or quantitatively. Qualitative corroboration involves expert judgment and test of intuitive behavior using “knowledge” of the behavior of the system in question but it is not formalized or statistically-based. Expert knowledge can establish model reliability through consensus and consistency. For example, an expert panel consisting of model developers could be convened to determine whether there is agreement that the methods and outputs of a model are consistent with processes, standards, and results of other models. Expert judgment can also establish model credibility by determining if model-predicted behavior of a system agrees with best-available understanding of internal processes and functions (USEPA 2009, p65). 

Model corroboration can also be quantitative in nature. This would involve comparing model predictions to independent empirical observations to investigate how well a modeler’s description of the system fits the observational data. This procedure involves using statistical measures of goodness of fit and numerical procedures to facilitate calculations. This can be accomplished graphically or by calculating various statistical measures of fit between the modeler’s results and observed data. (USEPA 2009, p65) 
Graphical methods can be used to compare the distribution of the model outputs to independent observations. The degree to which these two distributions overlap, and their respective shapes, provide an indication of model performance with respect to the data. (USEPA 2009, p65) 

Quantitative measures include methods for calculating model bias or model bias and precision. For model bias a calculation can be made of mean error. The mean error calculates the average deviation between models and data by dividing the sum of errors by the total number of data points compared. For model bias and precision a calculation of Mean Square Error or Mean Absolute Error can be made (USEPA 2009, p65-66) 
Regardless of the method chosen to evaluate corroboration the process used and the findings of the analysis must be documented in the final project modeling document, technical memorandum or other appropriate vehicle which describes how the corroboration was conducted and the outcome s of that effort .
Model Sensitivity

Sensitivity analysis determines the effect of a change in a model input parameter or variable on the model outcome.  The sensitivity of a model parameter is typically expressed as a normalized sensitivity coefficient (Brown and Barnwell, 1987).  One methodology for identifying the sensitivity of a model parameter is shown below.
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MassDEP will qualitatively assess the sensitivity of model parameters during manual

parameterization (calibration) through parameter perturbation.  A summary of model sensitivity will be included in the final modeling report or technical memorandum.  Details will include the variables modified for model parameterization (calibration), the percent modification (e.g. ± 10%), percent change in the modeling results, and the normalized sensitivity coefficient (Table 2). An example format is shown below.

Table 2. Sensitivity Coefficients (Example) 
Model Parameter




% Perturbation

% Change 

NSC
Curve Number 




-15% 



-29%
 

2.2

Soil Available Water Capacity 

20%



25% 


1.3

Channel Erodibility 



05% 



01% 


0.1

Alternative algorithmic techniques for sensitivity and uncertainty assessment are available through several water quality modeling programs (Monte Carlo Simulation, first-order error analysis, or automated objective function optimization). 

Model Uncertainty

Uncertainty is broadly defined as the lack of knowledge regarding model input parameters and the processes the model attempts to describe.  Our ability to define model uncertainty is marginalized by our limited ability to accurately describe complex processes.  As a result, all engineering computations are attended to a degree of uncertainty due to the simplification of natural process and the limitations of input and parameterization (calibration) data.  Computed values differ from observed ones, and the magnitude and frequency of these differences characterize the uncertainty of the best model estimate.  Uncertainty analysis is the terminology associated with the examination of how the lack of knowledge in model parameters, variables, and processes propagates through the model structure as model output or forecast error.  Sources of model uncertainty are characterized by MassDEP during the initial stages of planning in order to better understand how the model input data and parameters would potentially influence model output and prediction.  Potential sources of model uncertainty include:

· Estimated model parameter values

· Observed model input data

· Model structure and forcing functions

· Numerical solution algorithms

MassDEP and its agents will be responsible for conducting documenting any areas of potentially significant uncertainty in the model documentation or via technical memorandum.  
1.9 Special Training Requirements
The Commonwealth of Massachusetts job classification system has established minimum qualifications required for all levels of State employment.  The job classifications for individuals employed in the TMDL Section are primarily “Environmental Engineer” and “Environmental Analyst”.    Staff qualifications typically range from a Bachelor’s degree to a Ph.D. in one of the natural sciences or environmental engineering.  In addition, individuals typically have a number of years of field experience collecting environmental data.  Because the Massachusetts hiring process establishes training and experience levels required to be employed by these Sections, there is no need to include resumes for each individual in the Section.  
The only requirement related to modeling QA is that project personnel are expected to read and observe this QAPP for all TMDL modeling projects.  Personnel responsible for implementation will be required to review this QAPP, and as new modeling staff or managers are hired by MassDEP, they will also be required to review this QAPP.  
For the TMDL program, WPP’s Program Director, TMDL Section Chief and TMDL Project Manager shall ensure that any necessary TMDL/modeling training has been received.  The location for training records is in WPP offices for paper records (QA and/or TMDL section) and on the networked TMDL folder for electronic records. 
In addition to modeling activities by MassDEP staff, work may also be performed by outside contractors hired by MassDEP.   Contract staff qualifications shall be documented as part of the hiring package.   In general, there is no special training needed for contract modeling personnel, since the firms and individuals hired are expected to have the required expertise to perform the work.  Contracted  TMDL project personnel are expected to read and observe this QAPP for all TMDL modeling projects.  
For training requirements related to sampling and data collection, see DWM’s five-year programmatic QAPP (MassDEP 2015).

1.10 Documents and Records 

Adequate documentation for modeling projects helps ensure transparency, informs reviewers and decision-makers, provides historical records and enhances the defensibility of model outcomes (USEPA 2009).

1.10.1  QAPP Distribution

This QAPP will be implemented as needed by MassDEP once USEPA has given approval.  This QAPP is to be considered a “working document”.  This QAPP will be periodically updated and revised, in accordance with Section 1.10 as technology, policy and protocol change.  As required by EPA-NE, an updated QAPP will be formally re-submitted for approval every five years as appropriate. All QAPP updates will be distributed by the MassDEP Project Manager according to the distribution list in Section 1.3 and with notification to EPA from the WPP.  Upon approval and implementation of this QAPP, the final copy shall be kept on the MassDEP network drive.  A copy will also be placed on DEP’s TMDL web site (http://www.mass.gov/dep/water/resources/tmdls.htm).
1.10.2  Modifications to the Modeling QAPP  
This section addresses procedures to be followed when modifications are needed to a) this Program QAPP, including associated SOPs, or b) any SAP accepted under this Program QAPP that requires real-time modification to achieve project goals.  Examples of such modifications include changes in procedures, assessment and reporting. The formal DWM Control Number (CN) for this document (CN # 388.0, rev. 2) shall be modified if substantial revisions are made.
Discussions involving changes to the Program QAPP may be initiated at any level.  Contact should be made with the WPP Program Director to discern whether modification is warranted.  The scope of effect of the proposed change will determine the formality of the approval process.  A formal QAPP modification will include reference to the section(s) of text being modified or added to, the reason why the modification is necessary and the actual replacement/additional language.  It will be the responsibility of the WPP Program Director to seek review and approval from others within the agency and from EPA.  Signatories of the original Program QAPP will receive such updates for approval.  SOP modifications, additions and retirements follow the same procedure as modifications to the QAPP. Additionally, SOPs must be organized and formatted according to MassDEP-DWM procedures.  SOPs under development should be included as part of the QAPP as soon as practicable.
1.10.3  Modeling Journal, Report, or Technical Memorandum   
A modeling journal, report, technical memorandum or other form of approved documentation will be kept by the project manager or his/her designee to identify the internal model parameters that were adjusted during the parameterization process to meet the criteria identified in Section 1.8.  This document is an important tool to ensure transparency in the modeling process.  It is intended to document all parameterization iterations made during the project along with the justification and professional reasoning behind the changes.  For example, each time that a separate model parameterization run is completed, changes should be documented. The level of detail in the modeling document (s) should be sufficient to allow another modeler to duplicate the parameterization method given the same data and model.  The modeling documentation should include complete recordkeeping of each step of the modeling process. In general, the documentation should include all of the items identified in Section 5 of this QAPP. 
The modeling journal, report, or technical memorandum, all data files, source codes, and executable versions of the computer software used in modeling studies will be retained for ten (10) years for auditing or post-project reuse, if necessary.  These files will include:

• Version and source of the executable code used.

• Parameterization (calibration) input and output data.

• Corroboration (validation) input and output data.

• Model application input and output (i.e., for each scenario studied).

Documentation of any response action taken to correct model implementation is also described in Section 3.0.  Technical Memoranda may also be used as in the example in Appendix B/C, or EPA-NE’s Modeling Journal Template and Checklist (Appendix F) may be used as a guide for journal contents and/or format.
1.10.4  Project Reports

In addition to the final modeling journal or report, project documentation should also include the following (as applicable):
· Scope(s) of Work (for contract modeling)

· Progress Reports
· QAPP, SAP and/or SOPs (for additional data collection activity)

· Technical Memoranda

· QA/QC Reports

· Misc. Correspondence 
· Modeling Report (draft and final; see also Section 5.0)

The timing and frequency of Progress Reports and required QA/QC reports shall be determined by the Project Manager for each modeling project depending on the complexity and expected duration of the project.

2.0 DATA GENERATION AND ACQUISITION
2.1 Data Acquisition Requirements (including Non-Direct Measurements) 
Each project manager under this QAPP will be responsible for summarizing how well the data quality objectives (DQOs) were met.  The reports to management (Section 4.4) and modeling reports (Section 5.0) and will document this activity.
Potential Model Input Data
Water bodies listed on the 303(d) list (designated for TMDLs) have a historical dataset that has been evaluated using assessment criteria.  These data may have originated from MassDEP or from another data source (e.g., State or Federal agency, consultant report, etc.).  When needed and feasible, additional primary data may be collected by DWM or its agents to augment existing data sources, following the QA provisions outlined in Element 1.8 (e.g., QAPP, SAP, SOPs, etc.).
MassDEP Data

Data collected by MassDEP-DWM undergoes an extensive review and validation process to determine usability for waterbody assessment and/or TMDL determinations (including modeling).  This process is documented in Sections D1 and D2 of the five-year DWM programmatic QAPP (MassDEP 2010).

Data Originating from Others

A significant amount of watershed input data may be necessary for setup and parameterization (calibration) of models.  Usable data may be available from a variety of sources.  Web links to some of these data source providers are shown below.  Quality information can be viewed in subsequent links, along with information regarding development and disclaimers on use.  Much of the data originates from published agencies like USGS, EPA, USDA, NCDC and other MA. groups.  The rigor in which these organizations implement QA/QC fully meet the quality objectives identified in this QAPP.

· EPA STORET http://www.epa.gov/storet/dbtop.html
· National Climatic Data Center (NCDC) http://www.ncdc.noaa.gov/oa/ncdc.html
· National Elevation Dataset (NED) http://ned.usgs.gov/
· National Hydrography Dataset (NHD) http://nhd.usgs.gov/
· National Land Cover Dataset (NLCD) http://landcover.usgs.gov/index.asp
· National Water Information System (NWIS) http://waterdata.usgs.gov/nwis/
· Remote Automated Weather Stations (RAWS) http://www.fs.fed.us/raws/
· Snow Telemetry (SNOTEL) http://www.wcc.nrcs.usda.gov/snotel/
· STATSGO Soils http://www.soils.usda.gov/survey/geography/statsgo/
· Integrated Compliance Information System (ICIS) https://icis.epa.gov/icis/jsp/common/LoginBody.jsp 
· Census data http://www.umass.edu/miser/
· MassGIS  http://www.mass.gov/mgis/
MassDEP TMDL staff  (and contractors) use the latest geographic data derived from USGS maps and MassGIS coverages.  Flow and water quality parameterization (calibration) data are also subject to the DQOs identified in Sections 1.8.   Sources of effluent, discharge, and in-stream water quality data will have an approved QAPP from MassDEP and/or the U.S. EPA or will be collected and analyzed in accordance with EPA approved techniques as part of required monitoring under existing permits (e.g., NPDES).  Data with unknown quality (i.e. collected without a documented QAPP or using unapproved SOPs) will be flagged and noted as either conditionally acceptable for limited use or not acceptable for use at all.  In addition to defined data review protocols for secondary data (further defined in DWM’s programmatic monitoring QAPP, Section B9.3), EPA’s secondary data guidance (EPA 2009b) and best professional judgment are applied to accept or exclude data from the dataset.  To ensure consistency in excluding data for use in TMDL models, justification for excluded data will be provided in the final modeling documentation.   

The final responsibility rests with the individual using data and associated geographic information to become aware of the limitations inherent in any information source.  These data sources may be used within the section for decisions regarding trend evaluation, use attainment, and as historical background for TMDL projects.  
2.2 Data Management 
MassDEP Data for Model Input
Field data are entered on standard fieldsheet forms.  Several standard forms exist and are updated annually.  Both field and lab data are entered into databases manually and electronically (e.g., batch uploads).  All of the data are proofed for transcription errors by MassDEP staff.  Proofed sheets are initialed and dated by the proof reader. Extensive quality control review follows DWM data validation procedures, as described in DWM’s programmatic QAPP.  Both objective criteria and best professional judgment are used to validate the data and to exclude data from the modeling dataset.  Data are managed using the DWM’s internal data management systems.  Write access to these files is restricted. These data are stored and backed-up on the MassDEP computer network file server and are additionally backed up periodically onto CD.  Backup project files on CD are stored both on-site and off-site. Additional information regarding DWM data management, including fieldsheet forms, can be found in the program QAPP:  http://www.mass.gov/eea/agencies/massdep/water/watersheds/environmental-monitoring-quality-management-program.html
Model Application Data

Standard parameterization (calibration) and data management procedures will be implemented during modeling projects to ensure that modeling results are valid, reproducible, and comparable. The standard procedures include the following: (1) use of modeling techniques accepted within the professional industry, (2) parameterization (calibration) methods that can be performed repeatedly by a qualified person to obtain similar results, (3) documentation that is clear, concise, and thorough, and (4) the use of standard units for data management.

Data used during modeling projects will be maintained in hard copy and/or electronic format at DWM’s offices (TMDL program files).  Hard copy records will be kept for a minimum duration of 10 years.  Electronic data records will be kept indefinitely.  Duplicate set(s) of model data will be maintained (e.g., at DWM and at project engineer’s offices). 

Database entry and manipulation within a model is identified as one of the major preventable error sources in the modeling effort.  Unlike the limitations of the model and model driver data itself, user induced error is correctable under an appropriate level of QA/QC.  Multiple steps will be taken to ensure errors are minimized.  Data formatting will be reviewed prior to the final version of the database being generated, including the data element type, format, allowable values and ranges, and other parameters.  All data used to populate the modeling database will be screened before upload to the model application.   Manually entered parameter values from paper sources will be evaluated by reviewing printouts of summaries and randomly selecting portions of the model application.  The review will include a comparison of the original data sources and paper documentation.  Any record identified as having problems will be reviewed to determine whether corrected data can be acquired or the record omitted in accordance with Section 2.1.  The model input files will be checked by MassDEP or its consultant for reasonability and correctness in order to detect errors that may occur during the data management or transfer process.

3.0 ASSESSMENT AND OVERSIGHT

3.1 Assessments/Oversight and Response Actions 
The data generated as part of the modeling results will be evaluated during the corroboration (validation) process.  Model performance assessments will be made by MassDEP as described in the parameterization and corroboration processes in Sections 4.1 and 4.2.  Performance audits will consist of review of technical memoranda, comparison of model results with observed historical data, and general evaluation of model behavior for state variables and other output lacking historical data.  Auditors may include a MassDEP QA Scientist who is knowledgeable in the subject matter, the TMDL Section Chief, or the WPP Program Director.  All auditors are authorized to “stop work” for good cause, if necessary to initiate corrective action(s).
At the end of the parameterization and corroboration period, MassDEP will assess the ability of the model to predict hydrologic and water quality response over time.  Section 1.8 identifies criteria that will be part of the model performance assessment and also assessed are:

• Modeling input and output validity.

• Model parameterization and corroboration performance determinations.

• Sensitivity and uncertainty analysis assessments.

Parameter deviation and post-simulation corroboration of predictions are major issues in the quality assurance framework.  MassDEP or its consultant will document the model data entry, parameter estimation, and parameterization activities, and will provide this documentation as part of the modeling journal, model report and the project file and any technical memoranda.  A typical MassDEP internal assessment is described below.

Modeling data and project deliverables will be internally quality controlled by MassDEP in-house review.  Anticipated MassDEP review staff members responsible for this process include the Project Manager and TMDL program staff.  The Project Manager will maintain overall responsibility for examining the work to ensure that methodologies and processes are consistent with the procedures outlined in the QAPP.  He or she will provide advice to project staff and QA Manager regarding any deviations from the QAPP, so that appropriate actions may be taken either to correct the problem or to amend the QAPP as needed.  The QA Manager (or Project Manager) will monitor the extent to which this QAPP is being implemented and is supporting its intended use.  For TMDLs involving modeling, the draft and final TMDL reports will include references to model documentation, including the modeling report. 
If the quality control audit results in detection of unacceptable conditions or data, the Project Manager will be responsible for developing and initiating corrective action.  Corrective response actions may include:

· Review or corroboration of modeling input and parameterization data.

· Re-definition of model extents or spatial distribution.

· Performing additional model runs.

· Editing and modifying report deliverables.

4.0 MODEL APPLICATION 




4.1 Model Parameterization (Calibration)
All models, by definition, are a simplification of the environmental processes they intend to represent.  The optimization of empirical parameters that form the numerical basis of the model is referred to as parameterization (calibration).  Parameterization iteratively adjusts model coefficients or parameters until predicted values accurately reproduce those measured in the field. Some models have internal parameterization tools that aid the user in managing parameterization scenarios and refining model runs until acceptable parameterization criteria are met.  Once an acceptable parameterization is reached, the run can then be verified on an independent data set to judge the extent to which the model is able to predict hydrologic or water quality conditions over time.  

A complete watershed model parameterization involves a successive examination of the characteristics of the watershed hydrology and water quality, including if applicable  (1) annual and seasonal water balance and streamflow, (2) sediment , (3) nutrients and (4) biotic indicators.  Simulated and observed values for reach characteristic are examined and critical parameters are adjusted to attain acceptable levels of agreement.  The refinement of parameters should reflect the scientific literature and not exceed reasonability.  The rationale for any model adjustments should be based on the parameterization procedures outlined in the QAPP and documented in the modeling journal and report.
Parameterization Considerations

Parameterization should consider the most important hydrologic and water quality response variables.  The sensitivity of these parameters has a significant influence on the uncertainty of the model and should be equally considered during the parameterization process.  Ideally, both high and low flow years, and the anticipated range of conditions and scenarios for which the TMDL will be developed will be used.  Factors for defaulting to non site-specific data include the following:

· Practical or technical limitations to site-specific data collection 

· Availability of sufficient quality-controlled data from other sources  

· Censoring of site-specific data during the data validation process

 Parameterization should be completed in sequential order, using the most upstream point first and then moving downstream to the next point of parameterization (calibration).  It is important that parameters of files associated with the drainage area upstream of a calibrated point, are not changed during subsequent steps. 
Parameterization Stop Criteria

Stop criteria can be useful to prohibit never-ending parameterization and allow the introduction of more subjective criteria, if necessary.  This can stop the “ever decreasing circles” that some optimization methods tend to follow in search of an exact minimum in the objective function (European Commission 2005).  In consultation with the Project Manager, a prioritized list of stop criteria includes the following:
· available resources

· a specified end date

· a specified maximum number of model runs

· a specified change in size of a function value (objective function, parameter values, etc.) towards an apparent minimum.

Any deficiencies during the parameterization process are worked through the Project Manager and documented in the modeling journal and report.  See also Section 4.4.
Following parameterization, verification on an independent data set is necessary to evaluate the effectiveness of the model to represent physical processes beyond those for which the model was calibrated.  Decisions made during model parameterization and verification will be documented in the modeling journal, report, or technical memoranda so that an experienced user could complete the parameterization process and obtain similar modeling results.  See also Section 1.8 Quality Objectives and Criteria.
4.2 Model Corroboration (Validation and Simulation) 

Criteria used to review/validate data are listed in Sections 1.8 and here.  Best professional judgment will also be used in conjunction with these criteria.
Once an acceptable parameterization is reached, the model corroboration (validation) is run on an independent data set to judge the extent to which the model is able to predict hydrologic or water quality conditions over time.
The quality of the model fit is examined by: either qualitative or quantitative measures. Qualitative corroboration involves expert judgment and test of intuitive behavior using “knowledge” of the behavior of the system in question but it is not formalized or statistically-based. Expert knowledge can establish model reliability through consensus and consistency. For example, an expert panel consisting of model developers could be convened to determine whether there is agreement that the methods and outputs of a model are consistent with processes, standards, and results of other models. Expert judgment can also establish model credibility by determining if model-predicted behavior of a system agrees with best-available understanding of internal processes and functions (USEPA 2009, p65). 

Model corroboration can also be quantitative in nature. This would involve comparing model predictions to independent empirical data (not used in model calibration) to investigate how well a modeler’s description of the system fits the observational data. This procedure involves using statistical measures of goodness of fit and numerical procedures to facilitate calculations. This can be accomplished graphically or by calculating various statistical measures of fit between the modeler’s results and observed data (USEPA 2009, p65). 

Graphical methods can be used to compare the distribution of the model outputs to independent observations. The degree to which these two distributions overlap, and their respective shapes, provide an indication of model performance with respect to the data. 

Quantitative measures include methods for calculating model bias or model bias and precision. For model bias a calculation can be made of mean error. The mean error calculates the average deviation between models and data by dividing the sum of errors by the total number of data points compared. For model bias and precision a calculation of Mean Square Error or Mean Absolute Error can be made. Additional quantitative measures that can be used include (USEPA 2009, p65-66): 

1) the coefficient of determination (r2) of the linear regression between simulated and observed; 
2) the coefficient of model-fit efficiency, which measures the proportion of variance in the observed as explained by the simulated (Nash and Sutcliffe, 1970).  
The coefficient of determination (r2) and the coefficient of model-fit efficiency are similar because both provide a measure of the variation in the simulated value explained by the observed value.  The coefficient of model-fit efficiency, however, provides a more rigorous evaluation of the fit quality than does the (r2) because the model-fit efficiency measures the magnitude of the differences between simulated and observed values, whereas the (r2) measures the difference between the mean values (Duncker and Melching, 1998).  In cases were the observed values and model residuals are normally distributed, the value of the (r2) and the model-fit efficiency should be equal.  The difference between simulated and observed values may also be reported as the (1) standard error, in ft3/s; (2) root mean square error, in percent; (3) percent of time differences were within x percent, (4) median percent error, (5) minimum percent error, and (6) maximum percent error.  
Models for Comparative Analyses: 

Occasionally, comparative modeling is used to evaluate potential water flow and water quality benefits from combinations of storm water management practices and designs that have yet to be implemented.  A cost benefit analysis of varying designs and design combinations may be the basis for this type of modeling.  In these instances, the following will be addressed and included in the modeling report.
· Definition of the Base Line Conditions - the specific conditions, parameters and values that define the baseline condition. 
· Criteria for Comparisons - the terms for comparing the model simulation results to the base line condition.  For example, the terms may be found in quantities or percentages of runoff, infiltration or storm water contaminant loads.

· Identify Significant Change from Baseline - the application of statistical tools and criteria used to determine if there are significant differences between the baseline condition and model simulation results.
· Identify Simulation Scenarios from Sensitivity Analysis - how the simulation scenarios take into account what is understood from the model sensitivity analysis.
· Corroboration of Model Outputs - use of literature searches, calculations and the growing number of storm water performance databases to “ground truth” the projected water flow and/or water quality benefits from storm water management designs.  Some examples include the following:
· EPA Urban Best Management Practices Performance Tool http://cfpub.epa.gov/npdes/stormwater/urbanbmp/bmpeffectiveness.cfm
· University of New Hampshire Stormwater Center http://www.unh.edu/erg/cstev/pubs_specs_info.htm
· University of Massachusetts Stormwater Technologies Clearinghouse http://www.mastep.net/
· International Stormwater Database http://www.bmpdatabase.org/
· Center for Watershed Protection http://www.cwp.org/
· Boston Metropolitan  Area Planning Council - Massachusetts Low Impact Development Tool Kit http://www.mapc.org/regional_planning/LID/LID_Links_References.html#national
· EPA Low Impact Development Literature Review http://www.epa.gov/owow/nps/lid/lid.pdf
· General stormwater reference sites: http://newmoa.org/prevention/webconferences/stormwaterweb/stormwaterresources.pdf
4.3 Reconciliation with User Requirements
MassDEP is committed to developing a representative modeling product and will ensure that: (1) complete documentation is maintained, (2) departures from corroboration (validation) criteria are addressed, (3) corroboration (validation) methods are properly documented, and (4) the modeling data is properly reviewed.  In this context, reconciliation with user requirements connotes establishing how model results will be tested and evaluated in order to ensure that the models are producing results of sufficient quality.

As part of the reconciliation process, the model deliverables (modeling reports, technical memoranda, etc.) will be reviewed by the MassDEP Project Manager to assess whether the quality requirements of the QAPP have been met.  A comprehensive review of the final model files and documentation will be completed and recommendations provided regarding the effectiveness of the model to be used in watershed planning and TMDL decision-making.  The determination will largely be based on the effectiveness of the model to predict hydrologic and water quality response.
Each project manager under this QAPP will be responsible for identifying whether there have been departures from the assumptions in the planning process.  Any significant departures from the QAPP and initial assumptions will be reported to the Section Manager.  See also Section 4.4.
4.3.1 Model Limitations and Final Evaluation Criteria
It should be noted that all models are a simplification of the environmental processes they intend to represent.  Although there is no consensus on model performance criteria in the literature, a number of basic statements are likely to be accepted by most professional modelers.

• Models are approximations of reality and cannot precisely represent natural systems.

• There is no single, accepted test that determines whether or not a model is validated.

• Models cannot be expected to be more accurate than the sampling and statistical error

(e.g., confidence intervals) in the input and observed data.

These considerations must be included in the development of appropriate procedures for quality assurance of the models.  Despite a lack of agreement on how models should be evaluated, the following principles provide a final set of evaluation criteria for the modeling projects.

· Exact duplication of observed data is not possible, nor is it a performance criterion for projects. The model corroboration (validation) process will measure the ability of the model to simulate measured values.

· No single procedure or statistic is widely accepted as measuring, nor capable of establishing, acceptable model performance.  Therefore graphical comparisons, statistical tests and professional judgment are proposed activities which can be conducted individually or in concert to provide sufficient evidence upon which to base decisions on acceptance or rejection of model results.

· All model and observed data comparisons must recognize, either qualitatively or quantitatively, the inherent error and uncertainty in both the model and the observations.  Model sensitivity and uncertainty will be documented, where possible, as part of each modeling study.

The Clean Water Act statute and regulations require that a TMDL include a margin of safety (MOS) to account for any lack of knowledge and limitations concerning the relationship between the load and wasteload allocations and water quality.  If conservative assumptions are made in the analyses and modeling that account for the MOS, this implicit MOS must be described for future use in the TMDL report.  Otherwise, the TMDL report must identify an explicit MOS (e.g. expressed in the TMDL as loadings set aside for the MOS).   Implicit or explicit margins of safety are included as part of MassDEP TMDLs (including those involving modeling processes).

4.4 Reports to Management 
Existing Data
TMDL reports include: a water body description, watershed GIS assessment and estimation of pollutant sources, identification of a total target goal (acceptable amount), allocation of watershed/land-use loadings, and uncertainty concerns and seasonal variation.  These reports include a public participation component to allow for public review prior to submission to EPA.
An Integrated Water Quality Report is submitted to EPA on a biannual cycle. This satisfies

reporting requirements in Sections 314, 305(b) and 303(d).  
Model Application Data

The MassDEP Project Manager will report the status of project activities to the Section Manager. Problems encountered during performance evaluations, system assessments and data quality evaluations will be identified and appropriate corrective actions will be determined and implemented, if necessary.  These problems and corrective actions will also be documented in the modeling document(s). 

5.0 MODELING REPORTS/DOCUMENTATION









The Modeling Report or other agreed upon documentation is essential to documenting the entire modeling process for a specific project.  It provides a comprehensive, detailed and clear description of the modeling objectives, technical approach, parameter estimation, results, error analyses and conclusions.  Brief examples of modeling report documentation from past projects are provided in Appendix E.
Modeling documents in a form acceptable to MassDEP will be prepared for all MassDEP TMDL modeling projects and will contain the following information, as applicable.  Where not applicable, an explanation will be provided.  Although pre-dating the specifications in this QAPP, example modeling reports that contain much of the information below are included in Appendix D.
Introduction and Background
Water Quality Model
Purpose of Modeling/Modeling Objectives
Watershed map, including impaired segments and data stations  
Land use map

Scope and Approach for Each Model Used (including):


Physical Setting (and Hydrology, if applicable)

Observational Data Used to Support Modeling 


Quality of Acquired Data (and references to data quality reports)


Achievement in Meeting Acceptance Criteria 

References to Monitoring Data


Discussion on Excluded Data and Basis for Exclusion 
Description of Model(s) (including):

Type

Framework


History (e.g., recent use locally)

         Documentation

Model Configuration (discusses how model was applied, including):




Spatial and Temporal Resolution






Nature of Grid, Network Design or Sub-watershed Delineation



Application of Sub-models








Model Inflows, Loads and Forcing Functions






Key Assumptions (associated limitations, if any)


Changes and Verification of Changes Made in Code, if any





Water Quality Model Transport and Chemical Parameterization (calibration)
Model Parameterization (calibration)) and Corroboration (validation) 


Objectives, Activities and Methods



Parameter Values and Sources
Rational for Parameter Values Estimated in the Absence of Data

Parameterization Variables and Targets 
Measures of Parameterization Performance





Model Load Inputs

Parameterization (calibration) Input, Output and Results Analysis

Model Corroboration Results

Model Prediction Runs

Model Use Scenario Analysis and Results (should relate to purpose)



Output of Model Runs and Interpretation

Summary of Assessments and Response Actions, if any

Soundness of the Parameterization, Corroboration and Simulations


Review of Initial Assumptions and Model Suitability Evaluation

Performance Against the Performance Criteria Including: Model Parameterization and Corroboration 
Model Sensitivity Analysis and Components of Impact


Model Sensitivity and Uncertainty Analyses 
Pre- and Post-Processing Software Development, if any







Deviations from the QAPP Including a List of Non-Applicable Reporting Elements with Explanations 

Conclusions
Recommendations
Reference Information for Model User Manual

General References
Appendices (including: Maps, GIS Data, Photographs and Drawings (as appropriate))
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Appendix A - Example Scope of Services for TMDL Modeling (MassDEP)  

SCOPE OF SERVICES

Assabet River Nutrient Total Maximum Daily Loading (TMDL) Project

I.
Purpose

The purpose of this Contract is to provide Assabet River nutrient Total Maximum Daily Loading (TMDL) modeling services to the Massachusetts Department of Environmental Protection (the Department).  Nutrient Total Maximum Daily Loading (TMDL) modeling in the Assabet River is necessary because of the presence of summertime eutrophic conditions in the river system.  As a result of water quality problems associated with these conditions, the Assabet River was placed on a list of impaired waterbodies requiring water quality improvement, known as a Section 303(d) list and implementation of a nutrient TMDL allocation plan is required.

II.
Scope of Services

The Scope of Services for this Contract shall consist of the following deliverables as outlined below.  In order for a deliverable to be complete under the Contract, the deliverable must be done in accordance with the Contract specifications (and the Contract schedule).  Deliverables must be approved by the Department and otherwise satisfy the Contract provisions, as determined by the Department.  The scope of services shall consist of the following tasks. As specified in the deliverables paragraph of each task below, the Contractor will develop technical memorandum that will address both the in-stream and watershed components of the Assabet River model. 

Task 1:  Literature Review

The Contractor has performed a detailed literature review as part of another Department sponsored project and will review any additional literature that may become available as part of the model set-up and development task (Task 5). 

Deliverables: Copy of previously completed literature review with any additional literature reviewed as part of this project.

Task 2:  Identification of Appropriate Models

Based on the modeling requirements for the Assabet River system and potentially critical modeling factors identified by the Contractor in their proposal, the Contractor has tentatively identified two models as most appropriate for the Assabet River nutrient TMDL modeling project.  The model to be applied will be selected with the concurrence of the Department.  The two models recommended for consideration are:

· HSPF11, the USGS/EPA combined watershed and instream water quality model Hydrological Simulation Program – Fortran, and

· WASP5, the EPA instream Water Quality Analysis Simulation Program.  The WASP modeling package would be coupled with a separate watershed land use based model.

Each of these models has the modeling capabilities necessary for this project and is well suited to successfully complete the Assabet River nutrient TMDL allocation modeling application. 

Deliverables: A Technical Memorandum (TM#1) will be submitted to the Department describing the model selection process, including a detailed description of HSPF and WASP.  TM#1 will provide documentation of the model selection process including both the in-stream and watershed model.  TM#1 will also identify the selected model and provide the rationale for its selection.  The contractor will seek input and comment from the Consortium relative to the model selection and inputs.

Task 3:  Hydrologic and Nutrient Budgets

The Contractor shall develop water quality predictions using the selected model and apply these predictions to establish appropriate TMDL allocations for sources throughout the Assabet River system and to evaluate alternative loading allocation options.  Development of the model including model set-up, calibration, and validation shall follow the approach outlined in the Contractor’s proposal or as otherwise approved by the Department. 

The hydrologic and nutrient budget models will accurately simulate the hydrology and nutrient budgets of the Assabet River system over time.  The model will provide a mass balance of nutrients at each time step and will simulate nutrient kinetic processes observed in the field.  The developed hydrologic and nutrient budget will be fully capable of providing the predictions required to perform the TMDL allocation.
Deliverables: A Technical Memorandum (TM#2) will be submitted to the Department describing the approach to be applied to the modeling process.  TM#2 will include a description of all key model settings and the rationale to be applied in assigning values for each.  TM#2 will also include a description of the approach to be applied in the model calibration and validation process. The TM 
will address the modeling approaches to be used for both the water quality model as well as land use model. The Contractor will coordinate these efforts with the Consortium who will be collecting 
data and mapping the stormwater systems for each town so that the same subwatersheds and physical attributes are used in both studies where feasible.  
Task 4: Land Use Based Modeling to Determine Non-point Source Loadings

The Contractor shall develop a land use based model using a GIS platform that will be fully integrated with the hydrologic nutrient budget model as described in their proposal.  The process of developing an effective land use model for the Assabet River watershed will involve identification of subwatersheds, assignment of a set of physical attributes and functional coefficients to each subwatershed, and adjustment of these parameters to improve the correlation between model predictions and field measurements.  Land use based model set-up, calibration, and validation tasks will be provided to the Department in a Technical Memorandum.

The land use based model will provide dynamic predictions of nutrient loadings in each Assabet River subwatershed in support of TMDL modeling goals.  The land use based model will be applied to provide quantitative predictions of water quality improvements associated with hypothetical modifications to land use in each subwatershed.  For example, the model may be applied to predict reductions in nutrient loadings over time associated with implementation of specific BMPs at golf courses.  

Deliverables:

A Technical Memorandum (TM#3) will be submitted to the Department providing the results of the model calibration and validation process for both the water quality and watershed model applications. TM#3 will include a discussion of all key model parameters adjusted during the calibration process and the technical basis for each calibration adjustment.

Task 5:  Develop the nutrient TMDL and evaluate alternative loading options.

The Assabet River TMDL model developed by the Contractor will include the hydrodynamic and nutrient budget model and land use based watershed model components described above.  The Contractor shall apply the developed Assabet River TMDL model to provide dynamic predictions of the hydrology, water quality, and biology of the Assabet River and impoundments along its course with emphasis on quantification of ambient nutrient concentrations and associated water quality (e.g., dissolved oxygen concentration) and biological (e.g., alga and macrophyte biomass) conditions.  The Contractor will apply the model to predict water quality, at a minimum, under the following scenarios:

Present summertime conditions during low flow (7Q10) and average flow conditions. The scenarios will account for time-varying nutrient loadings such as those associated with wet-
weather point and non-point source loadings. Nutrient TMDL allocation conditions including identification of all point source (WLA) and non-point source (LA) allocations necessary to 
achieve the TMDL allocation.  The TMDL scenario will be specified by performing numerous model simulations with incrementally reduced loadings from present levels towards acceptable levels until the model predicts that both narrative and numerical water quality standards for the Assabet River will be met. Nutrient TMDL modeling will quantify the nutrient assimilation loading capacity of the Assabet River.

· Alternative loading options.  The Contractor will perform simulations of 20 alternative loading scenarios, selected collaboratively with the Department.  Each alternative loading option will provide an alternative means of achieving the TMDL allocation using a different set of WLAs and LAs.  Other methods of improving water quality, such as dam removal and land use modifications, may also be evaluated as alternative loading options. The contractor will seek the input of the Consortium during the selection of alternative scenarios. 

Modeling results for each of the scenarios outlined above will include all necessary predictions including time-varying flows, nutrient concentrations, dissolved-oxygen concentration and algal and macrophyte biomass.  Since the proposed modeling package includes a river model integrated with a land use based watershed model, the in-stream water quality impacts of land use changes in specific subbasins may be quantified using the model. 

The nutrient TMDL allocation modeling application will result in identification of a nutrient TMDL allocation for the Assabet River and 20 alternative loading scenarios to support the TMDL planning and implementation process.  TMDL allocations will include all required factors, such as allocation of both point and non-point source loadings, seasonal considerations, margin of safety and future growth allowances. 

Deliverables:

1) Draft Set of Alternative Loadings Scenarios.  A Technical Memorandum (TM#4) will be submitted describing a set of draft model application scenarios.  Each scenario would likely feature an alternative set of nutrient loading reductions (e.g., different tradeoffs between point and non-point source reductions).  TM#4 will be written in a format suitable for delivery to interested parties in order to seek input and reach consensus on a reasonable set of model application scenarios.  Scenarios described in TM#4 will likely include a set of alternative approaches to reducing nutrient loadings to the river.  TM#4 will also include the rationale for each proposed model application scenario.

2) Final Set of Alternative Loadings Scenarios. A Technical Memorandum (TM#5) will be submitted to the Department describing the final set of model application scenarios.  TM#5 will provide a final 
list of model application scenarios to be run and will provide a rationale for each.  TM#5 will also include a response to feedback provided by interested parties.  Scenarios added or modified based 
on input from interested parties will be noted and the rationale for declining to add scenarios suggested by interested parties if deemed necessary, will also be included.  TM#5 will provide a list of modeling scenarios to be applied and will provide a technical basis for each.

Task 6: Develop a draft nutrient TMDL report for review.

The Contractor will prepare and submit a clear and concise draft TMDL report in accordance with EPA guidance and input provided by the Department.   The draft TMDL report will provide, at a minimum a narrative with accompanying tables and charts that address the 12 items listed in the RFR.

Task 7: Draft and Final Report

The Contractor will prepare and submit a clear and concise draft and final report in accordance with the RFR.  The draft report will be submitted at least two months prior to the scheduled termination date of the contract. The Contractor will receive comments from reviewers, perform necessary edits, and submit a final report, including a “Response to Comments” document for inclusion in the final report.
Task 8: Coordination and Timelines

The Contractor will work with MA DEP to ensure that the TMDL allocation process (WLA and LA) is closely coordinated with the comprehensive wastewater management planning process currently underway with the Assabet River Consortium. Coordination with Consortium will include regular communication throughout the project in order to work closely with the Consortium to develop environmentally acceptable  and implementable TMDL allocation strategies. The Contractor will attend and participate in five (5) meetings on a quarterly basis for the duration of the project to inform and receive comments from the consortium regarding the progress of the TMDL process. 

Task 9: Public Meetings

During the TMDL development process The Contractor will hold six public meetings to inform the public of the TMDL process, schedule, and findings. The Contractor will coordinate each meeting with the Consortium Program Manager, EOEA SuAsCo Watershed Team Leader, the Organization for the Assabet River (OAR), the Department, and EPA Region I.  At the conclusion of the project, the Contractor shall hold up to two public meetings to summarize the findings of the TMDL allocation project. 

Task 10: Quarterly and Final Reports

The Contractor will prepare and submit brief quarterly progress reports, as well as draft documents or models required for each task. The Contractor shall also provide a final camera-ready copy of the Final Report; electronic versions of all data, models, model runs and modeling results in formats approved by the Department (e.g. on CD disk); and 25 copies of the Final Report. 

Appendix B – Example Technical Memorandum for Calibration & Validation (MassDEP)   
Date: 10 April, 2001
To:   MADEP 

 

From: Contractor
RE: Assabet River Nutrient TMDL Model:  Water Quality Model Calibration

This memo contains a summary of the water quality model calibration and validation components of the HSPF numerical modeling application performed in support of the Assabet River Nutrient TMDL project. The water quality model calibration includes water quality, sediment quality, and biological components and represents the final task prior to model simulation. The model calibration process involves using field measurements of hydrologic, water quality, sediment quality, and biology to support parameterization of the selection the model to accurately simulate present water quality conditions.

The objective of the water quality model was to develop a simulation tool to provide a reasonable numerical representation of the numerous interrelated physical and biological processes that occur in the Assabet River. The model could then be applied to simulate the present water quality conditions and a set of alternative conditions in the Assabet River system. Thus, the model may provide a technical basis for evaluating alternative river management scenarios for improving water quality.

Specific calibration goals were to predict:

• Concentrations of orthophosphorus, nitrate and ammonia along the river profile;

• Diurnally varying DO concentrations with focus on minimum daily DO values; and

• Quantities of biomass of free-floating and rooted aquatic vegetation within the impoundments.

These metrics were considered indicative of the Assabet River system water quality status.  The water quality model was calibrated to field data collected in August of 2000. This data set was chosen for calibration purposes because the data set is more extensive and the flow conditions were more readily simulated than those of the July 1999 data set. Field data collected during the August 2000 survey included nutrient concentrations (nitrate, ammonia, total and ortho-phosphorus) and DO concentration measurements at 21 river locations, continuous, in-situ DO concentration measurements in six reaches and biomass measurements in each of the impoundments. This was the primary data used  to calibrate the water quality model. The calibration model simulation was run from June 1997 to September 2000.

Boundary Conditions

Boundary conditions specific to the water quality segment of the model were applied to specify nutrient concentrations, dissolved oxygen concentrations and subsequent biological reactions at model boundaries. Boundary conditions are specified were based on measured or observed values. Data was analyzed to determine the appropriate resolution for accurate model predictions. External boundary conditions include point source loads, non-point source loads, rainfall, evapotranspiration and solar radiation.

Point source loads in the Assabet watershed are contributed by the four major wastewater treatment plants on the mainstem of the River. The treatment plants are Westboro (RM 30), Marlboro (RM 23.6), Hudson (RM 15.7) and Maynard (RM 6.7). Monthly data for each plant was available for January 2000 to October 2000. Missing data was interpolated among available values. Monthly average values were used at each plant to specify flow and nutrient loads. Daily discharge values were averaged over each month. Nutrient concentrations, including ammonia, nitrate, orthophosphorus, dissolved oxygen, BOD, TSS and alkalinity were measured periodically throughout the period of record, generally with two or three measurements each month. Monthly average nutrient values, in lbs/hr, were added to the appropriate model reach for each treatment plant. Table 1 presents the model input values of flow and nutrient concentrations at each treatment plant. Although flow and concentrations vary diurnally and daily, variations are not great, and monthly averaged values were assumed representative of the loadings.

Non-point source loads were determined for each watershed, based on land use distribution and export coefficients. One-half of the predicted nutrient load from each watershed was assumed to reach the river based in literature source recommendations. Each of the watersheds delineated in the model contributes flow and nutrient loadings, including particulate phosphorus, orthophosphorus, nitrate, ammonia and sediment, to the model reaches of the Assabet River. Nutrients are washed in with flow during rainfall events throughout the year.

Figures 1 through 3 present the model inputs of point and non-point source loadings for total phosphorus, orthophorus and nitrate. The point source dissolved phosphorus nutrient loadings are significantly higher than the non-point source loadings. Non-point source loadings of total phosphorus and dissolved nitrate are generally greater than or equal to the point source loads.

Meteorological boundary conditions include rainfall, evapotranspiration and solar radiation. The data sets for rainfall and evapotranspiration have been discussed in earlier communications. Hourly solar radiation values were computed from a data set for percent cloud cover recorded at Worcester, MA. The data set consisted of daily values ranging from 0 to 10, representing percent cloud cover. The daily solar radiation was computed from this data set, as a function of latitude. The daily solar radiation values were disaggregated into hourly values.

After initial model runs, the solar radiation data set was further modified to better represent the amount and timing of solar radiation that reaches the river. Initial model results revealed that predicted DO concentration began to rise much earlier each day than measured values. This was attributed to trees along the river bank that shade the river in the morning hours. The solar radiation data was modified to reflect this by setting the first few hours to zero, in effect having the sun rise later and more quickly.

This resulted in predicted diurnal DO variation the more closely matched observed values.
Calibration Procedure

To begin the model calibration, initial values were selected for each of the model parameters. Initial conditions were also established for each of the predicted parameters. However, the model was fairly insensitive to initial conditions, and equilibrium values were achieved within a few time steps (ΔT = 1 hour). When available, field data were used to establish initial parameter values and initial conditions. When field data were unavailable, average literature values were selected.

To complete the calibration, model parameters were adjusted to achieve reasonable agreement between measured and predicted values. In general, a single parameter was adjusted at a time to isolate its effect on the system. Parameters were adjusted within reasonable limits, based on allowable model ranges or literature values. Of the parameters calibrated, a few had a significant effect on the simulation results. Table 2 presents significant model calibration parameters and supporting information.

Calibration Results

The results of the model calibration are presented in Figures 4 through 6. Where model results are presented with rivermile in the x-axis and parameter value in the y-axis. Model predictions are 
compared with measured values in Figures 4 through 6. Model predictions were averaged over the week of the field program, in order to eliminate diurnal variation in the data. Temporal comparisons were made at the actual time of collection.

Figure 4 presents the measured and week-averaged predicted nutrient concentrations. The predicted values are in the range of the measured values, and follow the spatial trend of nutrient concentrations with downstream distance. Spikes in observed nutrient concentrations occur at the locations of the WWTPs. Modeled treatment plant loadings were assigned based on data provided by the treatment plants, and monthly average values were established. It is possible that these data may not be representative of the actual plant discharge during the period of the field program, as indicated by the absence of a spike in predicted orthophosphorus concentration at the Hudson treatment plant.

Figure 5 presents the modeled and measured aquatic biology in each of the impoundments.  Phytoplankton, or floating algae, is presented in units of mg/L, and the benthic algae, or rooted plants, is presented in units of mg/m2. In general, model predictions match the observed concentrations and follow the observed spatial trends.

Figure 6 presents the modeled and measured dissolved oxygen in several reaches along the river. The diurnal DO variation is captured in the model predictions, with the exception of the most upstream sampled location, School Street. The maximum DO concentrations are slightly under or overpredicted, but the minimum concentrations are well predicted, as well as the duration of low DO and the rates of diurnal increase and decrease.

Validation Results

Figures 7 through 9 present the results of the model validation. Data from the July 1999 field programwas used for model validation. The figures follow the same presentation format described above. The predicted validation values do not provide as good a match to the field data as the calibration values.  However, general spatial trends in nutrients and biomass are predicted. In the downstream reaches, minimum DO concentrations are well predicted, but less so in the upstream reaches. Validation difficulty is likely attributable, at least in part, to the extremely low flows that complicated the hydrologic and hydraulic calibration.

Summary

We are generally pleased with the Assabet River model calibration and believe that the model has been successfully calibrated. We hope that you find this memorandum informative and thought provoking.  We look forward to meeting with you to discuss this important process and to moving forward with model simulations. Please do not hesitate to call with any questions or comments.

Appendix C – Example Technical Memorandum for Model Application (MassDEP)   
To:  MA DEP

Date: 6 June, 2003

From: Contractor
File:

RE: Assabet River Nutrient TMDL: Water Quality Modeling Results for 4 Alternative Management Scenarios

This technical memorandum provides Assabet River water quality model predictions associated with a set of 4 alternative management scenarios. The alternative management scenarios are described briefly below, followed by a presentation of water quality modeling results.

Introduction

The 4 alternative management scenarios consist of reductions in WWTP effluent phosphorus and of reductions in benthal release of phosphorus at both permitted and projected WWTP flows, as described below and summarized in Table 1. Projected flows (Table 2) were provided by the Assabet River Consortium. The alternative scenarios presented in this memo are:

1. Permitted flows – In two scenarios, effluent dissolved phosphorus concentrations at the four treatment plants were reduced concurrently with reductions in the benthal release of phosphorus. These scenarios were run with the permitted effluent flows from the WWTPs (Table 2). The scenarios are:

a) WWTP dissolved phosphorus at 0.2 mg/l and benthal release of phosphorus at 25% of existing flux rate; and b. WWTP dissolved phosphorus at 0.2 mg/l and benthal release of phosphorus at 10% of existing flux rate.

2. Projected flows – In two scenarios, effluent dissolved phosphorus concentrations at the four treatment plants were reduced concurrently with reductions in the benthal release of phosphorus. These scenarios were run with the projected effluent flow rates from the WWTPs (Table 2). The scenarios are:
a) WWTP dissolved phosphorus at 0.2 mg/l and benthal release of phosphorus at 25% of existing flux rate; and

b) WWTP dissolved phosphorus at 0.2 mg/l and benthal release of phosphorus at 10% of existing flux rate.

Assabet River Water Quality Modeling Results

Model results for each scenario are presented and discussed below. Model results are compared to the existing conditions scenario. Model results are reported for the low flow period observed during July 12 – 18, 1999. Model scenario results are presented in nine figures and two tables.  Three figures of instream nutrient concentration predictions (total and dissolved phosphorus and nitrate), three figures of DO predictions (maximum, minimum and range) and three figures of biomass predictions (total, floating and rooted). One table presents a tally of the number of hours that the model predicted DO concentration is below 5.0 mg/L and the number of hours that DO exceeds saturation. The second table presents the total predicted biomass (in kg) in each impoundment.

Nutrient Concentration Predictions

Figures 1 –3 present total phosphorus, orthophosphorus, and nitrate concentration predictions vs. river mile during low flow conditions. Model predictions indicate that in-stream phosphorus concentrations are greatly reduced for all alternative scenarios compared to existing conditions. In general, predicted phosphorus concentrations are similar for all alternative scenarios. Predicted phosphorus concentrations are slightly lower for the scenarios with a 90% reduction in benthal release of phosphorus. The projected flow scenarios result in the slightly lower predictions of phosphorus than the corresponding permitted flow scenarios. Predicted nitrate concentrations rise with reductions in WWTP dissolved phosphorus concentrations and/or benthal release of phosphorus due to decreased nitrate consumption and constant nitrate loading.

Dissolved Oxygen Concentration Predictions

Figures 4 - 6 present ambient DO max, min, and range predictions vs. river mile during low flow conditions. Model predictions of DO indicate that, for all alternative scenarios, the minimum DO concentration is generally increased, while the maximum DO concentration is generally reduced – reducing the overall DO range, as compared to existing conditions. Table 3 presents the number of hours over the one-week period with DO below 5.0 mg/L and with DO above saturation in all reaches. Model predictions indicate the minimum DO falls below 5.0 mg/L for less than 1% of the period of record for all alternative scenarios. The scenario with 90% reduction in benthal release of phosphorus and projected flows results in achievement of the 5.0 mg/L water quality standard for the entire period of record.

Biomass Predictions

Figures 7 – 9 present total biomass (floating and rooted), total floating biomass, and total rooted biomass predictions vs. river mile during low flow conditions. Model predictions indicate that, when phosphorus loads are reduced, predicted biomass for all alternative scenarios is reduced relative to existing conditions. Table 4 presents the total biomass (in kg) for existing and alternative scenarios in each of the Assabet River impoundments and provides a numerical representation of the model predictions provided in Figure 7. Predicted total biomass in the alternative scenarios is reduced 32% to 45% from existing conditions. Greater reductions in biomass are predicted under the projected flow scenarios than the corresponding permitted flow scenarios. It should be noted that biomass predictions are less certain than other model predictions due to several factors including the model’s simplifying assumptions and the complex and changing species composition characteristics of river systems.

Summary 

The Assabet River water quality model predicts reductions in phosphorus concentrations, improvements in DO dynamics, and reductions in total biomass associated with implementation of the alternative management scenario evaluated (as shown in the attached figures and tables).

Increased water quality improvement is realized with a decrease in WWTP dissolved phosphorus concentrations and/or a decrease in the benthal release of phosphorus, indicated by predictions of lower phosphorus and biomass concentrations. Both of these reductions in phosphorus loads are predicted to contribute significantly to the overall improvement in water quality. Projected flow scenarios, with slightly higher effluent flows at two of the WWTPs, results in slightly greater improvements in water quality over the corresponding permitted flow scenarios.

Table 1 WWTP Phosphorus Reduction Series: Alternative Management Scenarios

Table 2 WWTP Permitted Flows

Table 3 WWTP Phosphorus Reduction Series: Prediction of Number of Hours (in all reaches) that DO falls below 5.0 mg/L or Exceeds Saturation Under Low Flow Conditions

Table 4 WWTP Phosphorus Reduction Series: Predicted Total Biomass (kg, Floating and Rooted) Under Low Flow Conditions
Appendix D – Example Modeling Reports: 
1)  Development of an HSPF Model of the Upper and Middle Charles River
2)  A Hydrodynamic and Water Quality Model for the Lower Charles River Basin, Massachusetts
(Double-click on the title pages below to view the documents)
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Appendix E – Example Tables and Figures 

for Modeling TMDL Reports
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Appendix F – Modeling Journal
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1 INTRODUCTION

This report documents the development, calibration, and verification of a coupled hydrodynamic
and water quality modeling system to support the implementation of a eutrophication total
maximum daily load (TMDL) for the Lower Charles River Basin (the Basin) in metropolitan
Boston, Massachusetts. The Basin is targeted for TMDL development to address water quality
impairments associated with excessive algal blooms. The companion report DRAFT — Total
Maximum Daily Load for Nutrients in the Lower Charles River Basin, Massachusetts (Tetra
Tech 2006) discusses the water quality impairments in greater detail. The Basin represents the
section of the river between the Watertown Dam and the New Charles River Dam where the
river flows into Boston Harbor. To develop the TMDL, a three dimensional-time variable water
quality model is needed to simulate algal dynamics and dissolved oxygen levels in the Basin and
to determine acceptable pollutant load allocations for nutrients and heat that will result in
attaining water quality standards.

The organization of the report is as follows: The remainder of this section provides background
material and defines the purpose and scope of the study. Section 2 provides additional
background information on the Basin and data available to support model development,
calibration, and verification. Section 3 documents the configuration, calibration, and verification
of the hydrodynamic and transport component of the model. Section 4 documents the
configuration, calibration, and verification of the water quality component of the model. Section
5 summarizes the study and discusses application of the modeling system to support TMDL
development. Three appendices (A, B, and C) provide details on the formulation of the
hydrodynamic and water quality models and quantitative measures proposed for use in
evaluating model calibration and verification.

1.1 Background

With the passage of the Clean Water Act (CWA), demonstrable progress has been made in
reducing water pollution from point sources. The goal of the CWA, however, still remains to be
met. The nation will not be able to attain or maintain water quality standards by solely
controlling point sources. There are some situations where nonpoint source controls will be
necessary in order to solve existing water quality problems and mitigate threats to designated
water uses. One of the CWA tools available to help devise holistic, integrated approaches to
solving point and nonpoint source problems is the establishment of TMDLs under section
303(d).

In April of 1991 the United States Environmental Protection Agency’s (EPA) Office of Water
Assessment and Protection Division published Guidance for Water Quality Based Decisions: the
TMDL Process. In July 1992, EPA published the final Water Quality Planning and Management
Regulation (40 CFR Part 130). Together these documents describe the roles and responsibilities
EPA and the states have in meeting the requirements of section 303(d) of the CWA, particularly
the continued integration of point and nonpoint source controls.
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The CWA requires states to identify and report to EPA their water quality-limited waters
following public participation. In addition, the states are required to develop TMDLs for those
waterbodies that are listed as not meeting their designated uses.

TMDLs result in a distribution of pollutant loading intended to meet water quality standards. In
many cases, the determination of loadings and exploration of alternatives relies on the
description of the waterbody’s interactions through the use of modeling systems. When the
interactions of flow, loading, internal chemical and biological processes are too involved to be
solved through the use of statistical and data analysis techniques, computer simulation models
are often employed. The model(s) employed in examining the relationships between loading and
waterbody systems must be carefully selected and crafted to recognize the key features of the
system and gain the acceptance of the affected community and program regulators.

The Massachusetts Department of Environmental Protection (MassDEP) has included the Basin
on the state’s 2002 and 2004 section 303(d) lists for the following pollutants (MAEOEA 2003
and 2004):

Unknown toxicity

Priority organics

Metals

Nutrients

Organic enrichment/low dissolved oxygen
Pathogens

Oil and grease

Taste, odor and color

Noxious aquatic plants

Turbidity

The TMDL modeling tools described in this report address the nutrient and noxious aquatic plant
impairments as well as associated water clarity impairments such as turbidity and taste, odor and
color. Low dissolved oxygen levels in the photic zone of the upper water column are also
addressed. The noxious aquatic plants listing refers to excessive algae growth in the Basin. It is
believed that increased nutrient loads to the Basin are causing the excessive algal growth, which
in turn causes the low dissolved oxygen levels. For more detail on the water quality impairments
addressed by this modeling effort, refer to the companion report, DRAFT — Total Maximum
Daily Load for Nutrients in the Lower Charles River Basin, Massachusetts (Tetra Tech 2006).

The pollutants of concern for this TMDL modeling study are those pollutants with loads that
appear to exceed the carrying capacity of this impounded river basin and pollutants that will or
might require reductions to attain the applicable Massachusetts Water Quality Standards
(MAWQS). Phosphorus is a primary pollutant of concern and heat or thermal load has been
identified as a potential pollutant of concern for contributing to excessive algal growth and the
proliferation of undesirable blue-green algae species in the Lower Charles River.

In summary, factors contributing to the above water quality problems include: large tributary
stormwater and combined sewer overflow (CSO) loads of algal nutrients and oxygen demanding
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substances, vertical salinity and temperature induced stratification of the Basin during low flow
summer months, and release of algal nutrients from and exertion of dissolved oxygen demand by
bottom sediments within the Basin during low flow summer months.

1.2 Purpose of Modeling

Modeling for TMDL development presents some special constraints. TMDLs often have hard
deadlines requiring that analysis be completed in spite of technical complexity and data
limitations. TMDLs require loading estimates to support allocations although there is significant
flexibility in the spatial and temporal detail required in the final distribution of nonpoint source
loadings. TMDL modeling is often used to evaluate various interpretations of water quality
standards and measures of designated uses. For the selected modeling approach to be
successfully applied it must be accepted by the user community as being sensitive to their needs
and concerns. The type and detail of analysis required can be derived from careful examination
of the goals, objectives, and needs analysis. If implementation of the TMDL is likely to result in
an expensive and significant management effort, a more sophisticated and detailed modeling
approach is often warranted.

Typically models used in TMDL analysis are in the public domain and accepted by the state and
the EPA Region. The review of the selected modeling system must be able to withstand the
scrutiny of the user community, nationally recognized experts, and state and federal reviewers.
This requires the use of clearly identified procedures for selecting and designing modeling
approaches that are accepted and result in successful decision-making.

For development of eutrophication TMDLs in waterbodies having complex physical and
biogeochemical dynamics, a three-dimensional (3-D) time variable water quality model is
generally needed to simulate algal dynamics and dissolved oxygen levels and to determine
acceptable pollutant load allocations for nutrients and heat that result in attaining water quality
standards. The complex hydrodynamics of the Basin, including salinity and temperature
stratification, salinity intrusion through the ship locks, and the power plant thermal discharge,
require the use of a 3-D hydrodynamic model with dynamically coupled salinity and temperature
prediction to simulate transport and mixing, and to provide transport for a eutrophication or
water quality model. Although water column nutrient cycling and algae dynamics coupled with
3-D transport and mixing in the Basin can be represented by a number of available water quality
models, the ability to predict sediment oxygen demand and nutrient fluxes requires a model
formulation that includes sediment diagenesis. The Environmental Fluid Dynamics Code
(EFDC) model has been selected as the modeling system to be used for this study and is
described in Section 3.

1.3 Scope and Approach

Model development was undertaken using a team approach. Tetra Tech, Inc., under contract to
the EPA, developed the hydrodynamic model component, while Numeric Environmental
Services (Numeric), under contract to the New England Interstate Water Pollution Control
Commission (NEIWPCC) and later Tetra Tech and the Charles River Watershed Association
(CRWA, under a grant from the Massachusetts Institute of Technology), developed the linked
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water quality model. Tetra Tech supported the water quality model development and calibration
effort by providing technical guidance (QA/QC and final assembly of this report). Both Tetra
Tech and Numeric participated in a Technical Advisory Committee (TAC) for the project, which
was convened by the Charles River Watershed Association (CRWA). Model development was
accomplished in two phases. This report documents Phase I, involving model configuration and
calibration and verification to existing data and information. Phase II includes application of the
model for allocation scenario simulations to support development of the TMDL.

Following calibration and verification of the water quality model, the model was used to evaluate
point and nonpoint source loading allocations and reduction scenarios (or options), considering
critical conditions and the established TMDL endpoints. There are numerous combinations of
loads that can meet the TMDL endpoints. Using the information provided through stakeholder
interaction, scenarios that best meet the stakeholders’ needs were assessed and adjusted to
produce acceptable loadings. In addition, watershed and in-stream best management practices
(BMPs) were considered for nonpoint source load reduction.

TMDL scenario simulations were designed based on current load allocations and various
alternative load allocations developed in conjunction with the stakeholders, regulatory agencies
and the technical advisory group. The calibrated and verified hydrodynamic and water quality
models were reconfigured as appropriate based on TMDL allocation simulation scenarios using
both calibration kinetic parameters and implicit margin of safety parameters derived from
sensitivity and uncertainty analyses. The simulation scenario results and analysis, including a
comparison of implicit and explicit margin of safety approaches, were documented in a TMDL
Report (DRAFT — Total Maximum Daily Load for Nutrients in the Lower Charles River Basin,
Massachusetts (Tetra Tech 20006)).
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2 THE LOWER CHARLES RIVER SYSTEM

The Lower Charles River Basin is targeted for TMDL development to address water quality
impairments associated with excessive algal blooms. The Basin represents the section of the river
between the Watertown Dam and the New Charles River Dam where the river flows into Boston
Harbor. The lower portion of the Basin is impounded and has a long retention time during low
flows, allowing algal blooms to become well established and severe during the summer months.
This region is also density stratified because of intrusion of saline water into the Basin from
Boston Harbor during lock opening. An existing shoreline, near-surface thermal discharge from
the Kendall Square power plant is also a possible contributor to the density stratification and
elevated near-surface temperature. The severity of the blooms is attributed primarily to (1) high
nutrient loadings from wastewater treatment facilities (WWTFs) in the upper watershed, urban
stormwater drainage systems, and CSOs; (2) thermal loadings from the power plant discharges
into the Basin; and (3) long retention times. The sediment bed in the impounded portion of the
Basin between Boston and Cambridge is characterized by a thick layer of mud, which is a source
of sediment oxygen demand and nutrient fluxes into the lower water column. This condition,
combined with the summer density stratification, results in low bottom water dissolved oxygen.

Conditions in the Basin are further complicated by a proposed expansion of the Kendall Square
power plant’s capacity and relocation of the existing near-shore, near-surface thermal discharge
to a bottom diffuser. A study conducted for the power plant owners (Mirant) indicated that the
diffuser could reduce or eliminate density stratification in portions of the impoundment. The
reduction in stratification could have complex effects on water quality in the impounded portion
of the Basin. Reduced stratification would likely result in higher dissolved oxygen levels in the
bottom of the Basin, but could also result is higher near-surface nutrient levels as diagenetic
fluxes from the sediment are mixing upward in the water column.

2.1 Physical Setting

This Section provides a brief overview of the study area. For more detailed information, refer to
the companion document DRAFT — Total Maximum Daily Load for Nutrients in the Lower
Charles River Basin, Massachusetts (Tetra Tech 2006).

The Lower Charles River is located in eastern Massachusetts and flows through portions of
Norfolk, Middlesex, and Suffolk Counties. The Lower Charles River is at the downstream end of
the Charles River Watershed, approximately 1.2 miles upstream from its outlet to Boston Harbor
and the Atlantic Ocean. The Lower Charles River is an impounded section of the Charles River
that is 8.6 miles long and covers approximately 675 acres. The majority of this area exists in the
lower portion of the Basin downstream of the Boston University (BU) Bridge (the Basin). The
Basin is 2.6 miles long and has widths varying from 300 to 2,000 feet. Its water volume accounts
for approximately 90 percent of the entire water volume of the Lower Charles River (MassDEP
2000, Zarriello and Barlow, 2002). Water depths range from 6 to 12 feet in the Lower Charles
River upstream of the BU Bridge and 9 to 36 feet in the Basin.

The entire Charles River Watershed drains a watershed area of 308 square miles. Two hundred
and sixty-eight square miles of watershed area (upstream watershed) drain over the Watertown
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Dam into the Basin. The remaining 40 square miles drain directly into the Basin from small
tributary streams that are mostly piped and piped stormwater drainage systems serving the
surrounding communities. There is also a combined sewer drainage area near the downstream
end of the Basin. The Basin is in the heart of a highly urbanized area.

The Boston area has a fairly typical four-season climate and is characterized as humid temperate.
There is no wet or dry season as precipitation is reasonably consistent with about 3 inches of rain
per month and average annual precipitation of 41.5 inches.

The soils in the surrounding watershed are well- to moderately well-drained soils that are derived
from glacial till and outwash. Much of the watershed is identified as “urban land”. Soils
classified as urban land tend to be near the river in areas that have been filled to eliminate tidal
marshes and mud flats (Zarriello and Barlow 2002). Since the Basin is in such a highly urbanized
area, much of the area is impervious because of paving.

2.2 Hydrology and Hydrodynamics

During any given year, the Charles River Basin experiences large variations in flow because of
the size of the upstream watershed (268 square miles) draining over the Watertown Dam and the
highly urbanized watershed that drains directly to the Basin. Daily average river flow data
entering the Basin at Watertown Dam (1997-2004) were reviewed. During this period, flows
ranged from a low of 52 cubic feet per second (cfs) to a high of 2,143 cfs. Generally, annual high
flows at Watertown Dam occur during the spring thaw period and low flows occur during the
summer months. Occasionally, and regardless of the time of year, large rain events occur and
produce high flow conditions in the Basin.

Of particular interest is the summer period when growth conditions for algae are optimal. The
low flows that occur in the Basin during the summer period favor algal growth because of the
associated increase in water residence time. For more detailed information on the hydrology and
hydrodynamics of the Basin, refer to the companion report DRAFT — Total Maximum Daily Load
for Nutrients in the Lower Charles River Basin, Massachusetts (Tetra Tech 2006).

2.3 Observational Data to Support Modeling

The calibration and verification of a coupled 3-D hydrodynamic and water quality modeling
system to support TMDL development requires sufficient field observation data to support
calibration and quantify an acceptable level of verification such that confidence is established for
use of the modeling system for evaluating various load and wasteload allocation scenarios. Field
data collection programs have been ongoing in the Basin since 1998.

Numeric Environmental Services conducted a comprehensive historical data review early in this
project. Results of this data review were published in 2002 (Lower Charles River TMDL
Modeling Project — Historical Data Review, November 22, 2002). The companion document,
DRAFT — Total Maximum Daily Load for Nutrients in the Lower Charles River Basin,
Massachusetts (Tetra Tech 2006), summarizes the available data, which are deemed adequate for
model calibration and verification. The major objective of the data review was to identify and
summarize the available sources of site-specific historical data with regard to their utility during
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the development, testing (calibration and verification), and application of the Lower Charles
River Basin Model. Principal data sources reviewed in this report included the following:

e Monitoring and 3-D hydrodynamic and water quality transport modeling conducted by
Mirant for their existing and proposed Kendall Power Station heated water discharge to
the Basin

e Massachusetts Water Resources Authority (MWRA) year-round bi-weekly monitoring of
water quality at the Watertown Dam, the Museum of Science, and in Boston Harbor,
since 1997.

e  MWRA monitoring and modeling of combined sewers and overflows to the Basin

e United States Geological Survey (USGS) monitoring and modeling of dry- and wet-
weather tributary flow and pollutant loads to the Basin

e Ongoing EPA monitoring of water quality in the Basin since 1998

e Boston Water and Sewer Commission (BWSC) monitoring and modeling of stormwater
and CSO discharges to the Basin

e USGS monitoring of benthic sediment nutrient and oxygen fluxes in the Basin

e USGS monitoring and statistical modeling of salt wedge intrusion from Boston Harbor
into the Basin

e Metropolitan District Commission (MDC) monitoring of water quality impacts of air
diffusers installed in the Basin during the Charles River Artificial De-stratification
Project (1978 through 1980s)

e CRWA monitoring and modeling of flow and water quality at and upstream of
Watertown Dam (headwaters to the Basin)

Each of these data sources were useful for one, several, or many components of the model
development and verification processes. For example, both the EPA water quality monitoring
data (summer months of the years 1998 through 2002) and the USGS saltwater wedge intrusion
study (June 1998 through July 1999) were required for testing (calibration and verification) of
the hydrodynamic and water quality models. The EPA water quality monitoring and USGS
sediment flux monitoring data were useful for increasing the understanding of the extent and
possible contributing factors to the levels of eutrophication currently found in the Basin during
the summer months. The USGS monitoring and analysis of salt wedge intrusion into the Basin
during 1998 and 1999 served to improve the understanding of this complex phenomenon, which
was included in the 3-d hydrodynamic model as density-induced circulation.

The MWRA, BWSC, and USGS monitoring and transient modeling of dry- and wet-weather
tributary and CSO flow inputs and pollutant loads to the Basin were expanded upon and
subsequently utilized to define time-series of boundary flow and water quality constituent
loading rates required as input to the 3-D hydrodynamic and water quality transport models.
Mirant’s 3-D modeling of the existing and proposed Kendall Power Station heated water
discharges to the Basin and their field data compilations provided a major source of model input
data (e.g., conceptual grid layout, bathymetry, and heat loading time series) and potentially
useful hydrodynamic modeling techniques that were investigated during initial development of
the models for this study.
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3 HYDRODYNAMIC AND TRANSPORT MODEL

3.1 Model Description

The public domain EFDC was selected to model both hydrodynamics and water quality in the
Lower Charles River Basin. EFDC is a multifunctional surface water modeling system that
includes hydrodynamic, sediment-contaminant, and eutrophication components. The EFDC
model was originally developed at the Virginia Institute of Marine Science and is currently
maintained by Tetra Tech with support from the EPA. EFDC has been used for more than 80
modeling studies of rivers, lakes, estuaries, coastal regions and wetlands in the U.S. and abroad.
The EFDC model is capable of 1-, 2-, and 3-D spatial resolution. The model utilizes a
curvilinear-orthogonal horizontal grid and a sigma terrain following vertical grid. The EFDC
model’s hydrodynamic component employees a semi-implicit, conservative finite volume
solution scheme for the hydrostatic primitive equations with either two or three level time
stepping. Salinity and temperature transport are dynamically coupled with choice of high
accuracy advection schemes including MPDATA and COSMIC. Additional hydrodynamic
component features include simulation drying and wetting, representation of hydraulic control
structures, vegetation resistance, wave-current boundary layers, and wave induced currents. An
embedded single port buoyant jet module is included for coupled near and far field mixing
analysis. The EFDC model includes a variable configuration eutrophication component for
simulation of aquatic carbon, nitrogen, and phosphorus cycles. The full configuration of state
variables is based on the CE-QUAL-ICM model including sediment diagenesis. The
configuration can be readily reduced to WASP5 equivalent configurations. Coupled EFDC
hydrodynamic and water quality applications include Peconic Bays, NY; the Christina River
Basin, DE; the Cape Fear River Estuary, NC; Mobile Bay, AL; the Yazoo River Basin, MS;
Tenkiller Lake, OK; as well as a number of smaller water bodies. Details of the EFDC model’s
hydrodynamic and eutrophication components are provided in Appendices A and B,
respectively.

3.2 Model Configuration

The general procedure for the application of the EFDC model to the Lower Charles River Basin
follows a sequence of steps beginning with model set-up or configuration. Model configuration
involves the construction of a horizontal grid of the waterbody and interpolation of bathymetric
data to the grid, construction of EFDC input files, and compilation of the source code with
appropriate parameter specification of array dimensions. The EFDC input files include the
master input file (efdc.inp); files specifying the grid and bathymetry (cell.inp, celllt.inp,
dxdy.inp, Ixly.inp, mask.inp); atmospheric forcing files (aser.inp and wser.inp); an inflow-
outflow file (gser.inp); salinity and temperature boundary condition and inflow concentration
files (sser.inp and tser.inp); power plant withdrawal, temperature rise and discharge file
(qwrs.inp); water column initial salinity and temperature concentration distribution files (salt.inp
and temp.inp), respectively; and a screen print control file (show.inp) (Tetra Tech 2002a).

The horizontal grid that constructed the Basin used curvilinear horizontal grid cells and was
constructed using an orthogonal mapping procedure (Ryskin and Leal 1983). Figure 3.1 shows
the grid of the entire model region from just below the Watertown Dam to the New Charles
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River Dam. The horizontal coordinate system used by the model is a localized UTM system.
The horizontal grid has 56 active water cells. Bathymetry or water depth data collected by the
USGS were interpolated to the horizontal model grid using an arithmetic average of all data
points falling within a specific cell. Since exact vertical datum information was not available, the
vertical datum reference was assumed to be at the mean water level of the wide portion of the
river and that collected depths were relative to this assumed datum. Figure 3.2 shows an
expanded view of the grid in the down-stream area. A single narrow cell represents the boat
locks at the New Charles River Dam. A barrier between cells is used to represent the bridge
constriction between the old and new dams. The cell containing the Mirant Kendall Square
power plant cooling water withdrawal and discharge is also shown. Figure 3.3 shows the USGS
1998-99 discrete monitoring stations that were used for model calibration. The model vertical
grid utilizes 8 sigma layers having varying thickness throughout the horizontal model domain.
Sensitivity analyses of vertical resolution, using 5, 8, and 10 layers, indicated that 8 layers
provided the best representation of vertical stratification.

3.3 Hydrodynamic Model Forcing Functions

Hydrodynamics in the Lower Charles River Basin model is forced by a combination of inflows
and outflows and local wind surface wind stress. Inflows include the upstream river inflow at the
Watertown Dam (Figure 3.4), inflow from smaller tributaries, CSOs, and distribution runoff
along the river. The tributary, CSO, and distributed inflows were determined by a Stormwater
Management Model (SWMM) of the Basin drainage area (Huber and Dickinson 1988). Outflow
at the New Charles River Dam includes both gravity-driven flow through sluice gates and
pumped outflow to control river level during high inflow events. Since complete gauging
information was not available for these outflows, the net outflow was estimated as the sum of
inflows plus surface rainfall minus evaporation (Figure 3.6). Kendall Square power plant cooling
water withdrawal and the subsequent return of temperature-elevated cooling water flow to the
river significantly influences local hydrodynamics and thermodynamics in the Basin in the area
upstream of the old dam and Museum of Science. Power plant records of cooling flow and
temperature rise were included in the configuration using the EFDC model’s power plant cooling
withdrawal and discharge simulation module.

The intrusion of dense saline water from Boston Harbor due to boat lock openings at the New
Charles River Dam is also a significant hydrodynamic forcing. Saline water entering the Basin
creates bottom density currents that propagate upstream, forming a high-salinity layer in the
bottom of the river primarily between late spring and early fall. The presence of the high-density
saline bottom layer contributes significantly to maintaining a stable stratification and
corresponding reduction in vertical mixing during this period. In the earlier phases of this study,
the effects of the boat locks were represented by converting lockage per day information (Figure
3.5) into a pair of inflow and outflow time series representing inflow of high salinity harbor
water and the corresponding outflow of lower salinity water from the river (Figure 3.6).
Introduction of the inflow series in the lower layers and the outflow series in the upper layers of
the horizontal cell representing the lock tended to introduce a dynamic inconsistency that
manifested itself in the form of intense vertical mixing and under-representation of stratification
in the region of the river observed to have salinity intrusion. The final configuration of the model
represents salinity intrusion due to lock opening by setting the daily salinity in the lock cell to the
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harbor salinity for a specified period of time proportional to the number of lock openings
occurring that day. This was found to be more dynamically consistent in that the hydrodynamics
of the lock exchange were determined by the model’s numerical representation of the
hydrodynamic processes.

Atmospheric forcing functions for the model were developed from National Climatic Data
Center (NCDC) records from Logan Airport and included wind speed and direction, atmospheric
pressure, air temperature, relative humidity, rainfall, and cloud cover at approximately hourly
intervals. Wind speed and direction are used internally in the model to provide surface wind
stress forcing, while wind speed is used in the prediction of water surface latent and sensible heat
exchange. Wind speed is also used in determination of surface reareation rates in the
eutrophication component of the model. Wind speeds were internally adjusted in the model using
input directional sheltering coefficients determined during the thermal calibration. Cloud cover
information was externally used to estimate incoming solar short wave radiation and internally
used in the estimation of net long wave radiation.

All model forcing data were assembled for a 5-year period spanning 1998 through 2002. Initial
conditions for the hydrodynamic model included a constant water surface elevation
corresponding to mean water level in the wide downstream region of the river, water temperature
representative of early January 1998, and a zero initial salinity.

3.4 Hydrodynamic Model Calibration and Validation

Physical data for the hydrodynamic model calibration were limited to discrete salinity and
temperature profiles measured by USGS during 1998 and 1999. During this period, the USGS
periodically measured vertical salinity and temperature profiles at 69 stations in the Basin. Figure
3.3 shows the location of 13 of these stations selected for model calibration comparison based on
the spatial coverage and extent of data available at each station. A number of the stations fall
within the same horizontal model cell.

Salinity calibration involved the adjustment of the relationship between number of lock openings
per day and the daily interval for which the salinity in the lock cell was set to harbor salinity.
Figures 3.7 through 3.19 show continuous model predicted surface and bottom layer salinities
over the entire simulation period and blowups with discrete near-surface and near-bottom USGS
observations over the observational period during 1998 and 1999. The most downstream stations,
5-29 (Figures 3.7 through 3.11), show the annual time scale signal of salinity intrusion in
response to lock opening during the late spring to early fall. At these stations the model predicts
vertical salinity stratification fairly well. However, noticeable in these comparisons is the fact
that the model predicted that bottom salinities drop rapidly in late fall and remain low until the
following spring, while the observation data indicate a relatively large retention of high salinity
water near the bottom. The reason for this retention is not immediately evident, but could
indicate non-quantified continuous leakage through the locks or an over-response to river flow
flushing of salinity as river flows increase during the winter and spring. Since water quality
conditions during the winter and early spring are not critical, this deficiency in model
performance was not judged to be a major flaw. Intermediate stations, 36-52 (Figures 3.12
through 3.16), show higher inter-annual variability in salinity intrusion. The upstream stations,
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57-62 (Figures 3.17 through 3.19), show that the model over-predicts salinity intrusion, but when
present, vertical stratification is maintained. Figures 3.20 and 3.21 show scatter plots of model-
predicted and observed surface and bottom salinity for all times at the 69 USGS observation
stations. Although there is excessive scatter in the bottom salinity comparison (Figure 3.20) the
general trend for the model to predict observed values is evident. The scatter in surface salinity
(Figure 3.21) is less intensive with the model tending to slightly under-predict surface salinity.

Temperature calibration involved the adjustment of surface heat exchange parameters including
wind speed reduction by wind sheltering and wind speed dependent latent and sensible heat
transfer coefficients, as well as the solar short wave radiation adsorption rate with depth over the
water column. Figures 3.22 through 3.34 show continuous model-predicted surface and bottom
layer temperatures over the entire simulation period and blowups with discrete near-surface and
near-bottom USGS observations over the observational period during 1998 and 1999. Visual
comparison of model predictions and observations is quite good at all stations, including stations
24,29, 36, and 43 (Figures 3.25 through 3.28), which are most significantly influenced by the
Kendall Square power plant discharge. Figures 3.35 and 3.36 show scatter plots of model
predicted and observed surface and bottom temperature for all times at the 69 USGS observation
stations. Correlation between model-predicted and observed temperature for both the bottom and
surface is very good with correlation coefficients of 0.92 for the bottom and 0.98 for the surface.

Salinity and temperature verification involved the visual comparison of model predicted and
observed quantities at 4 EPA monitoring stations (Figure 3.37) during 2002. Figures 3.38
through 3.41 show salinity comparisons for the period between June and September 2002. The
model tends to perform reasonably well in predicting increasing bottom salinity in response to
lock opening during this period. Model-predicted surface salinities remain low and in agreement
with observations. Figures 3.42 through 3.45 show temperature comparisons at the same four
stations. The model performs very well in predicting surface temperature, but tends to over-
predict bottom temperatures in June and early July. Table 3-1 summarizes relative mean
absolution errors (RMAs) between model predictions and observations for surface salinity and
temperature in three model zones and at five stations. The high surface salinity RMAs are unduly
influenced by the low salinity observational values, typically less than 2 practical salinity units
(psu), used to normalize the relative errors.

Table 3-2 summarizes RMAs between model predictions and observations for bottom salinity
and temperature at three stations. All temperature errors in these two tables are less than the
accepted 25 percent upper bound for transport variables suggested in the EPA’s Estuary
Wasteload Allocation guidance document (USEPA 1990). The average of the surface and bottom
salinity errors, 28 and 30 percent, respectively, is somewhat high relative to the 25 percent
guidance, but still deemed acceptable.
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Table 3-1. Relative mean absolute errors for surface salinity and temperature, June-October 2002

Location Salinity Error Temperature Error
(%) (%)
Lower Basin 39 5
Upper Basin 30 4
BU Basin 24 2
Science Mus. 38 7
CRBLO2 19 6
CRBLO3 29 5
CRBL12 23 3
TMDL21 19 2
Average 31 5

Table 3-2. Relative mean absolute errors for bottom salinity a

Location

Salinity Error

Temperature Error

(per cent) (per cent)
TMDL22 31 18
TMDL25 21 6
CRBL11 38 21
Average 30 15

nd temperature, June-October 2002
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4 WATER QUALITY MODEL

A transient, 3-D linked hydrodynamic-water quality model has been developed to simulate
hydrodynamic, biogeochemical and water quality transport processes in the Lower Charles River
Basin. Following its calibration and verification using historical field water quality data, the
linked model will be used to investigate the combined water quality impacts of the following
inputs to the Basin: (1) dry- and wet-weather tributary flow and pollutant loads, (2) existing and
possible future heated water discharges from the Kendall and Blackstone Power Stations, (3)
salt-water intrusion from Boston Harbor, and (4) release of algal nutrients from and loss of
bottom water dissolved oxygen to benthic sediments. Ultimately, the validated model will be
used to assess the impacts of these sources and sinks on levels of eutrophication, under
alternative management scenarios. A map of the Basin is shown in Figure 4.1.

4.1 Water Quality Modeling Objectives

Water quality standards for dissolved oxygen are not currently met during summer. Significant
algal blooms also occur during summer months as the result of warm water temperatures and
inputs of nitrogen and phosphorus to the Basin. These factors have contributed to non-attainment
of its designated uses as a fishable and swimable surface water resource.

In order to address the causes of and possible control of these eutrophication problems, TMDL
modeling tools have been developed. Testing (calibration and verification) and application of
these tools will increase understanding of eutrophication processes in the Basin and serve to
better define the relative water quality impacts of the following factors:

Flow inputs

Nutrient inputs

Harbor water inputs

Benthic sediment nutrient and oxygen fluxes
Algal growth dynamics

Vertical stratification

Atmospheric forcing and nutrient inputs
Heat inputs

4.2 Water Quality Model Description

A detailed description of the EFDC water quality model (EFDC-WQM) is contained in
Appendix B. A brief summary of the water column and sediment diagenesis model components
is given below.

4.2.1 Water Column Sub-Model

The water column sub-model was used to simulate processes occurring from the water surface to
the benthic sediment interface. State variables simulated during the current model application are
shown in Figure 4.2. Major model compartments include dissolved and particulate organic
matter (carbon, nitrogen, and phosphorus), inorganic nitrogen and phosphorus, and
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phytoplanktonic algae and dissolved oxygen. Organic carbon, nitrogen, and phosphorus matter is
further subdivided into refractory and labile particulate and dissolved forms. Refractory organic
particulates break down very slowly to dissolved organic forms, whereas labile organic
particulates break down faster. Both refractory and labile particulate organics settle out of the
water column and deposit onto the surface layer of benthic sediments. The benthic sediment sub-
model, which is discussed in Section 4.2.2, was used to simulate buildup and diagenesis
(conversion to inorganic forms) of deposited organics and subsequent release of inorganic forms
from benthic sediments, during anoxic bottom water conditions. The sediment sub-model was
also used to predict sediment oxygen demand at the water-sediment interface.

Dissolved organic carbon, nitrogen, and phosphorus are converted into inorganic forms by
processes such as hydrolysis and bacterial activity. Utilization of dissolved organic carbon
during respiration of heterotrophic bacteria consumes dissolved oxygen. Similarly, dissolved
organic nitrogen and phosphorus are converted by bacterial activity to ammonium nitrogen
(NH4-N) and orthophosphorus (PO4-P), respectively. NH4-N is subsequently oxidized by
bacteria to nitrate nitrogen (NO3-N). This process, which is called nitrification, consumes
dissolved oxygen. Under conditions of very low dissolved oxygen, NO3-N may be reduced by
bacteria to dissolved nitrogen gas, which may subsequently be lost to the atmosphere at the air-
water interface. This process, which is called denitrification, consumes dissolved organic carbon.

In the current EFDC-WQM model, algae biomass was subdivided into three forms: blue-green
(cyanophycae), green (chlorophycae, chrysophycae, and others) and diatoms (bacillariophycae).
Growth, respiration, and mortality of each of these algal groups are controlled in the model by
using different optimal water temperature specifications. All three algae forms uptake dissolved
inorganic nitrogen (NH4-N and NO3-N) and dissolved inorganic phosphorus (PO4-P) during
growth. Similarly, algae release dissolved and particulate organic carbon, nitrogen, and
phosphorus due to respiration and mortality. These released organics may subsequently be
hydrolyzed to inorganic nutrients, which in turn may be utilized by algae for growth. In the
current EFDC-WQM model, algae are growth-limited in a multiplicative manner by ambient
levels of light, water temperature, and concentrations of inorganic nitrogen (NH4-N and NO3-N)
and phosphorus (dissolved PO4-P). Analysis of EPA and MWRA surface water quality
monitoring data throughout the basin suggests that inorganic phosphorus is the dominant limiting
nutrient for algal growth, during the growing season. However, at times inorganic nitrogen may
also contribute to algal growth limitation. Algae take up dissolved oxygen during respiration and
release dissolved oxygen during photosynthetic activity. Blue-green algae exhibit a toxic
response to salinity levels above 1 part per thousand (ppt). Blue-green algae are not limited by
low inorganic nitrogen concentrations, since they can alternatively utilize dissolved nitrogen gas
in the water column via nitrogen fixation. Algae also settle out of the water column, contributing
their organic carbon, nitrogen, and phosphorus contents to the surface layer of benthic sediments.

The EFDC-WQM water column sub-model of the Basin includes all the above processes and
state variables. In addition, loadings of each state variable at each lateral boundary of the Basin
were specified on a daily basis, using available field data and results from previous modeling
studies by MWRA, USGS, and EPA. Development of these boundary loads are discussed in
detail in Section 4.3.
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4.2.2 Benthic Sub-Model

The EFDC-WQM water column sub-model was interfaced in real-time with a sediment
diagenesis sub-model developed previously by DiToro and Fitzpatrick (1993). The sediment
process model has twenty-seven water quality state variables and their associated mass fluxes,
which occur within a 2-layer sediment compartment (Figure 4.3). For this application silica was
not simulated. State variables include: three separate classes (G1, G2, and G3) of particulate
organic carbon, nitrogen and phosphorus in layer 2 only, and sulfide/methane, ammonium
nitrogen, nitrate nitrogen, phosphate phosphorus, and temperature in layers 1 and 2. Fluxes
include: three classes (G1, G2, and G3) of particulate organic carbon, nitrogen and phosphorus
deposition to layer 2 sediments, ammonium nitrogen, nitrate nitrogen, phosphate phosphorus and
sediment oxygen demand releases to bottom waters, and heat transfer through the sediment-
water interface and the ground below layer 2.

The nitrate state variable represents the sum of nitrate (NO3) and nitrite (NO2) nitrogen. The
three G classes for particulate organic matter (POM) in layer 2, and the two layers used to
simulate transformations and fluxes of inorganic substances are described below. In the sediment
sub-model, benthic sediments are represented as two layers (Figure 4.4). The upper layer (layer
1) is in contact with the water column and may be oxic or anoxic depending on dissolved oxygen
concentration in the overlying water. The lower layer (layer 2) is permanently anoxic. The upper
layer depth, which is determined by the penetration of oxygen into the sediments, is at its
maximum only about 1 centimeter (cm) thick. Layer 2 is much thicker, on the order of 10 cm to
1 meter.

The sediment sub-model incorporates three basic processes (Figure 4.4): (1) depositional flux of
POM, (2) diagenesis, and (3) the resulting sediment flux. The sediment model version used in the
current application is driven by net settling of particulate organic carbon, nitrogen and
phosphorus from the overlying water to the sediments (depositional flux). Because of the
negligible thickness of the upper layer, deposition is considered to be from the water column
directly to the lower layer. Within the lower layer, the model simulates the diagenesis
(mineralization or decay) of deposited POM, which produces oxygen demand and inorganic
nutrients (diagenesis flux). The third basic process is the flux of substances produced by
diagenesis (sediment flux). Oxygen demand, as sulfide (in saltwater) or methane (in freshwater),
takes three paths out of the sediments: (1) oxidation at the sediment-water interface as sediment
oxygen demand, (2) export to the water column as chemical oxygen demand, or (3) burial to
deep, inactive sediments. Inorganic nutrients produced by diagenesis takes two paths out of the
sediments: (1) release to the water column or (2) burial to deep, inactive sediments.

4.3 Water Quality Model Inflows, Loads, and Forcing Functions

The Lower Charles River Basin receives flows and water quality parameter loads from a total of
91 sources during dry and wet weather. Sources include: the upper Charles River Watershed
(entering at the Watertown Dam), 6 streams (Laundry, Hyde, Faneuil and Shepard Brooks, Salt
Creek, and the Muddy River), the Stony Brook combined sewer system outfall, 71 separate
storm sewer outfalls, 12 CSO outfalls from Cambridge (CAMO005, 007, 009, 011, and 017),
Boston (BOS049), the MWRA regional interceptor system (MWR201- The Cottage Farm CSO
Treatment Facility, 018, 019, 020, 021 and 022), and Boston Harbor (via locks at the New
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Charles River Dam). Discharge points of these individual sources are shown in Figure 4.5, which
is a figure extracted from Breault et al. (2002). In addition to the above inputs, the Basin
contributes water to and receives heated cooling water discharges from the Kendall Power
Station. The following sections (4.3.1 through 4.3.6) give details on methodologies and
assumptions utilized during this modeling study to define the daily flow and load boundary
conditions used by the linked, 3-D hydrodynamic and water quality transport models.

4.3.1 Watertown Dam (Headwater)

In order to be successful in modeling the temporal and spatial variability of hydrodynamics and
eutrophication processes within the Basin, flows and water quality loads entering at the
Watertown Dam headwater had to be adequately defined. Based on time scale considerations and
to keep the size of input data files manageable, it was decided that all input flows and loads,
including those at the Watertown Dam, would be defined on a daily basis, for the period between
1998 and 2002.

USGS (Breault et al. 2002, Table 14) estimated that approximately 80 percent of the total
nutrient load and approximately 50 percent of the total flow discharged to the Basin, enter at the
Watertown Dam. Fortunately, a large amount of data are available from previous monitoring
studies for use in defining flows and loads entering this major input boundary of the Basin.

Major sources of time series flow and water quality data needed to define inputs at the
Watertown Dam included: USGS daily flow records at the Waltham gage between 1998 and
2002, USGS daily flow records at the Watertown Dam during water year 2000, MWRA bi-
weekly water quality data collected year-round just upstream of the Watertown Dam (1998
through 2002), and EPA bi-weekly water quality data collected only during summer months just
upstream of the Watertown Dam (1998 through 2002).

Flows

Flows have been measured on a daily basis at the USGS Waltham gage on the Charles River
(01104500) since 1931. The Waltham gage (227 square mile tributary drainage area) is located
several miles upstream of the Watertown Dam (268 square mile tributary drainage area) and its
daily flows were highly correlated with daily flows measured by USGS at the Watertown Dam,
during water year 2000. Figure 4.6 shows daily flows measured at the Waltham gage and the
Watertown Dam during water year 2000. Based on a linear regression analysis of the daily flow
data in Figure 4.6, daily flows at the Waltham long-term gage were used to predict daily flows at
the Watertown Dam for water year 2000.

A comparison of measured and predicted flows at the Watertown Dam is given in Figure 4.7.
Predictions closely mimic observations at this important headwater boundary. Daily flows were
subsequently predicted for the Watertown Dam for the period between 1998 and 2002 by
applying the regression equation determined from the regression in Figure 4.6. Predicted flows
for the Watertown Dam and those measured at the Waltham gage are shown in Figure 4.8 for the
period between 1998 and 2002. Evident on this plot are both the annual spring periods of high
runoff due to rainfall and snowmelt and the lower flow periods during summer and early fall
when rainfall/runoff and groundwater discharges to the river are generally lower. Flow boundary
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conditions input to the EFDC hydrodynamic model at the Watertown Dam headwater were
developed based on the above-predicted daily flow values (cubic meters per day), for the period
between January 1, 1998 and December 31, 2002.

Water Quality Constituent Loads

Water quality data have been collected just upstream of the Watertown Dam by MWRA (Station
12) on a year-round bi-weekly basis since 1997. Surface grab samples were analyzed for the
following parameters: total nitrogen (organic plus ammonia, nitrite and nitrate), NH4-N, NOx-N,
total phosphorus, dissolved PO4-P, total suspended solids (TSS), dissolved oxygen, temperature,
salinity, chlorophyll a, and phaeopigments. EPA also collected bi-weekly water quality data just
downstream of the Watertown Dam between May and October since 1998 (station CRBL02).
USGS also collected dry- and wet-weather data in this vicinity on approximately 24 dates during
both dry and wet weather in the second half of 1999 and the first half of 2000. The latter two
studies tested for water quality parameters similar to those tested by MWRA. However, EPA
chlorophyll @ measurements were not corrected for phaeopigments and EPA PO4-P
measurements were conducted on unfiltered samples. MWRA chlorophyll @ measurements were
corrected for phaeopigments and MWRA PO4-P measurements were made on filtered samples.
Time series plots comparing water quality data collected near this location during the above EPA
and MWRA monitoring studies are shown in Figures 4.9 through 4.22. Differences in reported
concentrations occur, especially for chlorophyll a, PO4-P, and NOx-N. EPA also tested for total
organic carbon (TOC), which has subsequently been found during this modeling study to be well
correlated with TSS data collected by MWRA near the Watertown Dam during the period of
1998 through 2002 (Figure 4.18). MWRA TSS concentrations were multiplied by a factor of 1.5
to yield the “MWRA Calculated” TOC concentrations shown in Figure 4.18. This finding is
important to the water quality modeling, as organic carbon is an important state variable for
which daily input boundary loads must be defined.

The EFDC-WQM model requires that input boundary condition loads be specified for each state
variable simulated at frequent time intervals over the simulation period (1998 through 2002). All
loads were specified on a daily basis, assuming a linear interpolation between dates when
MWRA water quality parameter concentration data were available. Daily water quality
parameter loads were determined by multiplying daily stream flow and water quality parameter
concentrations followed by conversion to input units of kilograms per day.

Loads of organic carbon were developed based on TOC data and predictions, assuming 20
percent of the TOC is in particulate form and 80 percent is dissolved. It was further assumed that
50 percent of the particulate organic carbon is labile (reactive) and 50 percent is refractory (non-
reactive).

Loads of nitrogen state variables were based on the MWRA data for total nitrogen, ammonium
nitrogen (NH4-N) and nitrite-plus-nitrate nitrogen (NOx-N). Total organic nitrogen
concentrations were determined by subtracting inorganic nitrogen forms (NH4-N and NOx-N)
from total nitrogen. It was assumed that 50 percent of the organic nitrogen determined in this
manner is particulate and 50 percent is dissolved. It was further assumed that 50 percent of the
particulate organic nitrogen is labile and 50 percent is refractory.
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Loads of phosphorus state variables were determined based on the MWRA data for total
phosphorus and orthophosphate (PO4-P). Total organic phosphorus was determined as the
difference between total phosphorus and PO4-P. Total organic phosphorus was assumed to be 80
percent particulate and 20 percent dissolved. In addition, 50 percent of the particulate organic
phosphorus was assumed to be labile and 50 percent was assumed to be refractory.

Loads of dissolved oxygen were developed based on the MWRA data in the same manner as
described above for carbon, nitrogen, and phosphorus state variables. Loads of algae biomass for
blue-green, green, and diatom algal groups were determine based on the MWRA chlorophyll a
data, assuming a biomass to chlorophyll « ratio of 140 (g algal carbon/g chlorophyll @) for blue-
green algae, 100 for diatoms, and 60 for the rest of the algae (greens and other groups).
Distribution of the resultant total algal biomass into the three algal groups was based on their
relative growth rates under ambient water temperature conditions on each day. The growth rate
temperature limitation formulation contained in the EFDC-WQM model for the three algal
groups was utilized for these calculations. Optimum water temperatures for growth of blue-
green, diatom, and green algal groups were set at 31.5, 15.0, and 21.5 degrees centigrade (°C),
respectively.

A high correlation has been found (Voorhees 2005) between 30-day average flow passing over
the Watertown Dam (headwater) and water color in the Basin. This relation is evident
particularly during the spring and early summer when the water exhibits a stained appearance
due to flushing of decomposed organic material from the Upper Charles River Watershed. Since
penetration of sunlight through the water column is a key factor affecting algal growth,
background extinction in the water column was varied as model input, based on the time series
of 30-day average headwater flow and field measurements of light extinction made by EPA in
the Basin.

Salinity and temperature values (not loads) must be specified for each input boundary. These
inputs were determined based on the MWRA data at the Watertown Dam in the same manner as
described above for the other state variables.

4.3.2 Tributary and Storm Drain Outfalls

Input flow and water quality load boundary conditions for the 8 tributary streams and 71 separate
storm drain outfalls discharging directly to the Basin were determined using field data and
models developed previously by USGS (Breault et al. 2002). A map of the locations of the major
tributary sub-basins monitored and modeled by USGS is shown in Figure 4.23. This map was
extracted from the original USGS report. USGS sub-divided these sub-basins into smaller sub-
units for the purpose of SWMM modeling. Locations of the individual inputs from these sub-
basins were given previously in Figure 4.5. Tributary stream inputs include: Stony Brook,
Laundry Brook, Hyde Brook, Faneuil Brook, Shepard Brook, Salt Creek, and the Muddy River.
Stony Brook is conveyed to the Basin via the Stony Brook combined sewer system, with possible
additional combined sewer outflows at the old and new Fens Gate Houses on the Muddy River.
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Excluding the headwater input at the Watertown Dam, Stony Brook is the largest individual
contributor (approximately 90 percent) of peak wet-weather flow, annual flow volume, and
annual water quality parameter loads to the Basin (Breault et al. 2002).

Flows

With the exception of Stony Brook, all the USGS developed models utilized the RUNOFF and
TRANSPORT sub-models of the EPA’s SWMM (Huber et al. 1992) as a basis for computation
of flows at each discharge point. The Stony Brook model utilized the RUNOFF and EXTRAN
(Extended Transport) sub-models of SWMM to simulate the separate storm sewer portion of
Boston’s combined sewer system. The SWMM EXTRAN-based Stony Brook model was
developed and validated previously by the BWSC.

All 89 of the USGS stormwater RUNOFF and TRANSPORT sub-models were run for the years
1998 through 2002, utilizing historical rainfall data collected every 15 minutes at the MWRA’s
Ward Street Headwork Facility. The previous USGS SWMM modeling utilized rainfall data at
several locations distributed throughout the Basin’s watershed. However, rainfall data were not
readily available for these locations for the full 5-year historical time period to be simulated
during the current modeling study. Accordingly, the MWRA Ward Street rainfall data were
chosen for use in characterizing rainfall throughout the Basin’s watershed during the current
SWMM modeling. Instantaneous SWMM model flow predictions were saved to computer files
at a 5S-minute time interval for each discharge to the Basin. A new post-processing software
utility program was developed to convert these instantaneous model flow predictions to daily
total discharge rates at each discharge point to the Basin.

The Stony Brook RUNOFF and EXTRAN sub-model was also run for the years 1998 through
2002 and instantaneous flow predictions were saved to computer file at a 5-minute time interval.
The same post-processing software utility was also used to convert Stony Brook flows to daily
totals.

Figure 4.24 shows a comparison of daily flows predicted at the Watertown Dam and the total of
the storwmater and dry-weather flows predicted using the USGS SWMM models for the period
between 1998 and 2002. The Stony Brook sub-basin accounts for approximately 90 percent of
the total stormwater inputs to the Basin. A plot of daily rainfall totals measured at the MWRA
Ward Street Headwork Facility is shown in Figure 4.25

Water Quality Constituent Loads

USGS conducted 9 wet-weather and 15 dry-weather field monitoring surveys during the second
half of 1999 and first half of 2000. Locations monitored included: the Watertown Dam; in the
Muddy River, Stony Brook, Laundry Brook, and Faneuil Brook sub-watersheds; and in single-
family, multi-family, and commercial sub-watersheds. Locations of these monitoring stations are
shown in Figure 4.23. USGS developed wet-weather best-fit linear regression equations for each
of these watersheds. These equations relate measured event mean water quality parameter
concentrations (EMCs) to rainfall event characteristics such as rainfall duration, total rainfall,
maximum rainfall intensity and several measures of antecedent rainfall conditions at the start of
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each storm. EMC regressions were developed for numerous monitored water quality parameters,
including: specific conductance (a surrogate for salinity), 5-day biochemical oxygen demand
(BODS), TSS, nitrate nitrogen (NOx-N), ammonium nitrogen (NH4-N), total Kjeldahl nitrogen
(TKN), and total phosphorus.

USGS analyzed the rainfall time series at several gauging locations distributed over the Basin
tributary watershed, using the SYNOP software utility (Woodward-Clyde 1995). SYNOP was
used to develop values of the independent regression variables (storm characteristics) for each
historical wet-weather event during water year 2000 (October 1999 through September 2000).
USGS subsequently used the results of the SYNOP and linear regression analyses to develop
wet-weather EMCs for each of the 5 monitored stormwater inputs to the Basin (Watertown Dam,
Stony Brook, Muddy River, Landry Brook, and Faneuil Brook) during water year 2000. USGS
assumed that wet-weather EMCs for each of the un-monitored sub-basin stormwater discharges
were 10 percent higher than those calculated for Laundry Brook.

The current modeling study requires that daily flows and loads be developed using the USGS
SWMM models for years other than water year 2000. As a result, the SWMM flow prediction
models were run for the period of 1998 through 2002 using the MWRA Ward Street rainfall
data. Because of this approach, both the SYNOP and EMC regression analyses also had to be re-
done.

The USGS load calculations combined SWMM model flow predictions, regression-based EMCs
for wet-weather conditions, and measured mean dry-weather period concentration data were used
to calculate daily and annual loads entering the Basin during water year 2000 from each tributary
input. For the current modeling study, an enhanced statistical regression methodology was
developed and applied to hind-cast wet-weather EMCs and dry-weather discharge concentrations
for the 5-year period between 1998 and 2002. SYNOP was first used to analyze the 15-minute
rainfall data at the MWRA Ward Street headwork, in order to determine the rainfall
characteristics, such as start-time, duration and inter-event antecedent dry period length, for each
wet-weather event. A new software utility called ANTICEDE was then developed to calculate a
series of wet-weather rainfall-related characteristics for each wet-weather day in the 5-year
period. A wet-weather day is any day falling within a SYNOP wet-weather event. Calculated
wet-weather day rainfall characteristics included: storm characteristics such as duration, total
depth, average intensity, and maximum intensity; and antecedent characteristics such as previous
dry period length, previous hours with rainfall less than 0.1, 0.5, and 1.0 inches, and precipitation
during the previous 48, 72, 168, and 336 hours. Water year 2000 USGS wet-weather water
quality monitoring data for each of the major sub-basins (conductivity, BODS, TP, NH4-N,
NOx-N, TKN, and TSS measured during 9 days) were then used as input to a multi-variable
regression analysis using the calculated rainfall characteristics each corresponding wet day. The
resultant wet-weather regression equation intercepts and coefficients for the 4 monitored sub-
basins (Stony Brook, Muddy River, Laundry Brook, and Faneuil Brook) are given in Tables 4-1
through 4-4, respectively. Wet-weather EMCs of a monitored water quality parameter within a
tributary discharge, on a given day, were subsequently predicted as the sum of the regression
equation intercept and the product of the regression equation coefficients determined for each of
the 13 wet-weather rainfall characteristics in Tables 4-1 through 4-4 and the corresponding
characteristic value calculated by the ANTICEDE software utility on that day.
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Table 4-1. Regression analysis results used for hindcasting stormwater and tributary water quality
under wet-weather conditions in the Stony Brook sub-basin

Conductivity BODS TS5 MO _NH4 THN TP
intercept 481.95811 107.69278 382.68489 1.87496 -0.89898 6.32199 1.12926
durhrs 0.00000 -1.02078 -6.12071 0.00000 0.00811 -0.09830 -0.01595
totrain -40.04148 5.77784 0.00000 -0.04475 0.00000 0.00000 0.00000
aveint */hr 0 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
maxint " /hr 0.00000 0.00000 155.94671 0.00000 0.54966 0.00000 0.00000
anti hrs dry 0 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
anti hrs<.1" -0.98444 -0.09056 0.00000 0.00000 0.00730 0.00000 0.00000
anti hrs<.5" 0.00000 -0.28222 0.00000 -0.00434 0.00000 0.00000 0.00000
anti hrs=<1" 0.00000 0.00000 -0.49291 0.00000 0.00000 -0.00487 -0.00085
antpt 48hr 0.00000 0.00000 0.00000 0.00000 15.98595 0.00000 0.00000
antpt 72hr 0.00000 109.10846 0.00000 5.36132 -8.50492 0.00000 0.00000
antpt 168hr -261.98435 -49.39B62 -251.80650 0.00000 -0.26915 -3.33651 -0.62594
antpt 336hr o 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
Wet EMC Mn 100.000 5.700 13.000 0.500 0.100 0.B00D 0.200
Wet EMC Mx 720.000 28.000 260.000 1.600 0.800 4.600 0.830
Wet EMC Av 280.000 15.000 107.000 1.000 0.400 2.300 0.400
cor coef 0.640 0.960 0.980 0.B70 0.960 0.B70 0.950
determ coef 0.410 0.920 0.920 0.760 0.930 0.750 0.900

Conductivity BODS _ T55 _NOx NH4 TEN TP __
intercept 355.33504 8.02948 -7.08268 0.78138  -0.19881 2.09667 0.02364
durhrs 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
totrain " 0.00000  -5.20353 0.00000 -0.09730  -0.00720 -0.26163  -0.03896
aveint " /hr 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
maxint "/hr -410.32977 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
anti hrs dry 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
anti hrs<.1" 0.00000 0.00000 0.10300 0.00000 0.00387 0.00000 0.00116
anti hrs<.5" 0.00000 0.00000 0.15359 0.00000 0.00000 0.00000 0.00077
anti hrs<1" 0.00000 0.01506 0.00000 0.00000 0.00000 0.00000  -0.00031
antpt 48hr 0.00000 0.00000 -101.28628 1.56583 6.64105 0.00000 0.00000
antpt 72hr 0.00000 0.00000 0.00000 0.00000  -3.69437 0.00000 0.00000
antpt 168hr 0.00000 0.00000 0.00000 0.00000 0.00000 -0.69439 0.00000
antpt 336hr 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
Wet EMC Mn 120.000 4.500 25.000 0.300 0.100 0.900 0.100
Wet EMC Mx 370.000 13.000 65.000 1.100 0.600 2.400 0.400
Wet EMC Av 220.000 7.100 39.000 0.700 0.300 1.500 0.200
cor coef 0.760 0.910 0.970 0.620 0.900 0.840 0.920
determ coef 0.580 0.820 0.940 0.390 0.810 0.700 0.850

Table 4-2. Regression analysis results used for hindcasting stormwater and tributary water quality
under wet-weather conditions in the Muddy River sub-basin
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Table 4-3. Regression analysis results used for hindcasting stormwater and tributary water quality

under wet-weather conditions in the Laundry Brook sub-basin

intercept
durhrs
totrain
aveint “/hr
maxint "/hr
anti hrs dry
anti hrs<.1"
anti hrs<.5"
anti hrs<1"
antpt 48hr
antpt 72hr
antpt 168hr
antpt 336hr

Wet EMC Mn
Wet EMC Mx
Wet EMC Av

cor coef
determ coef

Conductivity

260.94793
-1.24884
-18.08843
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
325.74973
0.00000
0.00000

150.000
310.000
230.000

0.930
0.860

BODS

11.98115
0.00000
-6.02208
0.00000
0.00000
0.00000
0.04663
0.00000
0.00000
0.00000
0.00000
-B.12242
0.00000

3.400
20.000
9.500

0.950
0.900

T55 _

202.46223
-3.43816
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
-0.19557
0.00000
-237.84903
-115.73585
0.00000

16.000
142.000
44.600

0.980
0.960

NOx

1.47703
-0.01897
-0.06332

0.00000

0.00000

0.00000

0.00000

0.00000
-0.00150

0.00000

0.00000

0.00000

0.00000

0.300
1.100
0.700

0.930
0.870

_NH4

1.70577
-0.02442
0.09237
0.00000
0.00000
0.00000
0.00000
-0.00380
0.00000
0.00000
0.00000
-0.89732
0.00000

0.037
0.800
0.300

0.920
0.840

TKEN

2.46255
-0.03992
0.00000
0.00000
0.00000
0.00000
0.00541
0.00000
0.00000
0.00000
0.00000
-2.01123
0.00000

0.800
3.400
1.500

0.930
0.870

TP

0.61211
-0.00952
0.00000
0.00000
0.00000
0.00000
0.00098
0.00000
-0.00076
0.00000
0.00000
-0.41319
0.00000

0.100
0.600
0.200

0.960
0.920

Table 4-4. Regression analysis results used for hindcasting stormwater and tributary water quality
under wet-weather conditions in the Faneuil Brook sub-basin

intercept
durhrs
totrain "
aveint " /hr
maxint "/hr
anti hrs dry
anti hrs<.1"
anti hrs<.5"
anti hrs<1"
antpt 48hr
antpt 72hr
antpt 168hr
antpt 336hr

Wet EMC Mn
Wet EMC Mx
Wet EMC Av

cor coef
determ coef

Conductivity

921.89532
0.00000
0.00000
0.00000

-115.34118
0.00000
=2,12417
-2.75418
1.44093
0.00000
994.09017
-326.58514
0.00000

120.000
530.000
330.000

0.990
0.990

BODS

18.93639
-0.20750
-5.12607

0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000

2.800
20.000
11.000

0.860
0.740

TS8S

230.97648
-4. 78261
0.00000
0.00000
0.00000
0.00000
D.B6G652
0.00000
-0.37698
0.00000
0.00000
-188.05443
0.00000

19.000
318.000
96.800

0.940
0.890

NOx

1.17489
0.00000
-0.45576
0.00000
2.77048
0.00000
-0.00398
0.00000
0.00000
0.00000
4.39328
0.00000
0.00000

0.300
2.200
1.100

0.940
0.8B90

NH4

1.29401
-0.01786
0.00000
0.00000
0.00000
0.00000
0.00000
-0.00212
0.00000
0.00000
0.00000
-0.74927
0.00000

0.037
0.800
0.300

0.890
0.800

THN

4.99391
-0.05690
0.00000
0.00000
0.00000
0.00000
0.00000
-0.00698
0.00000
0.00000
0.00000
-2.37915
0.00000

0.200
3.400
1.700

0.880
0.770

TP __

-0.06926
0.00382
-0.06361
0.00000
0.00000
0.00000
0.00000
0.00000
0.00110
0.00000
0.00000
0.00000
0.00000

0.100
0.500
0.200

0.900
0.810
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USGS used the mean values of the stream water quality monitoring data collected within the 5
major sub-basins on 15 dry days in water year 2000 as being representative of average dry
weather conditions in the corresponding discharge to the Basin. However, during the current
modeling study an examination of the USGS dry-weather concentration data and rainfall data
revealed likely significant correlations between dry-weather concentrations and antecedent
conditions on those monitoring days. In an effort to better define daily dry-weather loads, a
linear regression analysis was also conducted relating dry-weather water quality parameter
concentrations measured by USGS during water year 2000 and dry-weather day antecedent
rainfall characteristics, including: previous dry period length, previous hours with rainfall less
than 0.1, 0.5, and 1.0 inches, and precipitation during the previous 48, 72, 168, and 336 hours.
The resultant dry-weather regression equation intercepts and coefficients for the 4 monitored
sub-basins (Stony Brook, Muddy River, Laundry Brook, and Faneuil Brook) are given in Tables
4-5 through 4-8, respectively. Dry-weather day concentrations of a monitored water quality
parameter within a tributary discharge, on a given day, were subsequently predicted as the sum
of the regression equation intercept and the product of the regression equation coefficients
determined for each the 7 dry-weather antecedent rainfall characteristics in Tables 4-5 through 4-
8 and the corresponding characteristic value calculated by the ANTICEDE software utility on
that day.

Table 4-5. Regression analysis results used for hindcasting stormwater and tributary water quality
under dry-weather conditions in the Stony Brook sub-basin

Conductivity BODS T55 NOx MNH4 TEN TP
intercept -378.67838 0.90920 3.23592 0.72079 0.35317 0.66569 -0.8491
durhrs 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
totrain " 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
aveint */hr 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
maxint " /hr 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
anti hrs dry 0.00000 -0.01528 0.00000 0.00000 0.00000 0.00000 0.00000
anti hrs<.1" 2.69717 0.01556 0.01523 0.00000 0.00058 0.00000 0.00000
anti hrs<.5" 0.00000 0.00000 -0.01362 0.001593 0.00000 0.00160 0.00000
anti hrs<1" 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00186
antpt 48hr 20579.60982 -139.00855 0.00000 26.00863 -4.01393 -21.348B05 0.00000
antpt 72hr 762.40697 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
antpt 168hr 0.00000 0.00000 -0.55327 0.00000 0.11534 0.20637 0.76019
antpt 336hr 166.64446 0.00000 0.00000 0.17682 -0.05584 -0.02776 0.00000
Dry EMC Mn 100.000 1.000 1.250 1.z200 0.200 0.800 0.050
Dry EMC Mx 720.000 3.100 4.000 2.000 0.500 1.300 1.300
Dry EMC Av 460.000 1.200 2.410 1.600 0.400 1.000 0.200
cor coef 0.970 0.950 0.880 0.750 0.830 0.880 0.890
determ coef 0.950 0.990 0.770 0.560 0.680 0.770 0.8B00D
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Table 4-6. Regression analysis results used for hindcasting stormwater and tributary water quality
under dry-weather conditions in the Muddy River sub-basin

Conductivity _ BODS 55 _NOX NHE _TEN__ TR
intercept 204.07710 2.25268 9.11677 0.00000 0.68018 0.00000 0.08465
durhrs 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
totrain " 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
aveint " /hr 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
maxint "/ hr 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
anti hrs dry -3.10265 0.00000 -0.02931 0.00000 -0.00179 0.00000 -0.00046
anti hrs<.1" 5.42139 0.01178 0.00000 0.00000 0.00066 0.00000 0.00044
anti hrs<.5" -2.03232 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
anti hrs<1" 0.00000 -0.00605 0.00000 0.00000 0.00000 0.00000 0.00000
antpt 48hr 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
antpt 72hr 0.00000 0.00000 0.00000 0.00000 0.84939 0.00000 0.00000
antpt 168hr 0.00000 0.00000 0.00000 0.00000 -0.36400 0.00000 0.00000
antpt 336hr 72.81491 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
Dry EMC Mn 59.000 1.000 3.000 0.300 0.300 1.000 0.050
Dry EMC Mx 860.000 4.600 11.000 1.600 0.800 9.000 0.200
Dry EMC Av 400.000 2.400 6.620 0.900 0.500 1.800 0.100
cor coef 0.930 0.480 0.590 0.650 0.920 0.580 0.640
determ coef 0.BGO 0.220 0.350 0.420 0.840 0.330 0.410

Table 4-7. Regression analysis results used for hindcasting stormwater and tributary water quality
under dry-weather conditions in the Laundry Brook sub-basin

Conductivity _ BODS _ T85 MOx_ NH4 TEN TP
intercept 0.00000 0.19726 4.74462 0.00000 0.00000 1.67448 0.09916
durhrs 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
totrain * 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
aveint * fhr 0.00000 0.00000 D.00000 0.00000 0.00000 0.00000 0.00000
maxint " fhr 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
anti hrs dry 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
anti hrs=.1" 0.00000 0.00000 0.00744 0.00000 0.00000 0.00000 0.00000
anti hrs<.5" 0.00000 0.01009 -0.01512 0.00000 0.00000 -0.00160 0.00000
anti hrs<1" 0.00000 -0.00693 0.00000 0.00000 0.00000 -0.00101 0.00000
antpt 48hr 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
antpt 72hr 0.00000 4.52347 0.00000 0.00000 0.00000 1.08552 0.00000
antpt 168hr 0.00000 0.00000 0.00000 0.00000 0.00000 -0.39197 -0.03388
antpt 336hr 0.00000 0.00000 0.00000 0.00000 0.00000 -0.08182 0.00478
Dry EMC Mn 71.000 1.000 1.250 0.700 0.033 0.600 0.025
Dry EMC Mx 610.000 3.100 4.000 1.B0O 0.300 1.100 0.100
Dry EMC Av 330.000 1.B00 2.710 1.500 0.100 0.700 0.100
cor coef 0.540 0.B70 0.900 0.940 0.780 0.980 0.560
determ coef 0.B8O 0.760 0.800 0.890 0.610 0.960 0.310
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Table 4-8. Regression analysis results used for hindcasting stormwater and tributary water quality
under dry-weather conditions in the Faneuil Brook sub-basin

Conductivity _ BODS _ TI55 NOx _NH4 TKEN TP
intercept 696.28695 -9.0671% -65.29501 1.37116 -0.97819 -0.31785 0.01268
durhrs 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
totrain * 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
aveint " fhr 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
maxint *fhr 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
anti hrs dry -2.41088 0.00000 0.00000 0.00000 0.00276 0.00000 0.00000
anti hrs<.1" 4.24994 0.00000 0.00000 0.00553 0.00000 0.00000 0.00000
anti hrs<.5" 0.00000 0.04675 0.26021 0.00000 0.00443 0.01668 0.00267
anti hrs<1" -1.66303 0.00000 0.00000 0.00000 0.00000 -0.00624 -0.00132
antpt 48hr 0.00000 0.00000 BE0.55481 0.00000 0.00000 -41.15868 =5.51495
antpt 72hr 917.85468 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
antpt 168hr 0.00000 5.62226 0.00000 0.62340 0.62334 0.60932 0.00000
antpt 336hr 0.00000 0.00000 12.08990 0.00000 0.00000 0.00000 0.00000
Dry EMC Mn 160.000 1.000 1.250 1.800 0.200 0.800 0.050
Dry EMC Mx l1io00.000 22.000 117.000 3.500 2.200 6.400 0.900
Dry EMC Av G670.000 4.800 22.300 2.600 0.600 1.700 0.200
cor coef 0.8B80 0.620 0.720 0.740 0.720 0.700 0.720
determ coef 0.780 0.380 0.510 0.550 0.520 0.490 0.520

The resultant wet- and dry-weather regression equations and results of the SYNOP analysis of
the MWRA Ward Street 15-minute interval rainfall data were subsequently used jointly to
generate wet-weather EMCs and dry-weather concentrations on a daily basis and these were
tested both visually and statistically against the USGS water year 2000 wet- and dry-weather
concentration monitoring data. Statistical measures of correlation, in terms of correlation
coefficients and coefficients of determination for each water quality parameter for wet- and dry-
weather, are given at the bottom of Tables 4-1 through 4-8. Comparison of regression equation
predicted daily water quality parameter concentrations (Conductivity, BODS, total phosphorus,
NH4-N, NOx-N, TKN, and TSS) and corresponding USGS monitored wet- and dry-weather
concentrations during water year 2000 are given in Figures 4.26 through 4.32 (Stony Brook),
Figures 4.33 through 4.39 (Muddy River), Figures 4.40 through 4.46 (Laundry Brook), and
Figures 4.47 through 4.53 (Faneuil Brook).

As is evident from an examination of the plots, several constraints were also imposed on the
regression equation calculation results. First, several regression equations for a sub-basin may
have exhibited low correlation coefficients (< 0.50) for both or either wet- or dry-weather
conditions. In these cases, the regression equations were not used to calculate concentrations.
Instead, the mean wet- and/or dry-weather monitoring data were used. Second, predicted wet-
and dry-weather concentrations were constrained by the corresponding minimum and/or
maximum wet- and dry-weather monitored concentrations for each water quality parameter and
sub-basin. For example, if the wet-weather regression equation for Stony Brook yielded a total
phosphorus concentration greater than the maximum observed wet-weather total phosphorus
value measured by USGS at the Stony Brook monitoring station during water year 2000, then the
result was set to the maximum observation.
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Figures 4.26 through 4.53 demonstrate that the enhanced statistical methodology used in the
current study appears to predict wet- and dry-weather water quality parameter concentrations
similar to sub-basin specific monitoring data collected by USGS in water year 2000. Following
its calibration, the above-described statistical methodology was subsequently incorporated into a
new software utility used to generate input flow and loading boundary conditions for the
hydrodynamic and water quality models of the Basin.

A software utility named MAKWQBC was developed in order to allow rapid generation of all
required flow and water quality constituent load boundary conditions needed in the EFDC and
EFDC-WQM modeling of the Basin. This new software utility uses daily flows predicted using
the SWMM models, the above wet- and dry-weather regression results and the SYNOP results to
calculate daily flows, water quality parameter concentrations and corresponding loads for each
boundary condition input to the Basin model.

USGS did not conduct water quality monitoring at the remaining 72 separate storm sewer
outfalls. Therefore, wet- and dry-weather concentrations at the outfalls could not be determined
in the manner used above for several of the major streams. Based on personal communications
with Robert Breault of USGS (principal investigator in the USGS study), it was determined that
wet- and dry-weather concentrations predicted for Laundry Brook would be most appropriate for
specifying concentrations at all of the unmonitored separate storm sewer outfalls. This procedure
was previously utilized by the USGS for estimating water quality constituent loads to the Basin.

The USGS study did not develop regression equations for water temperature, dissolved oxygen,
and chlorophyll @ in the streams and separate storm sewer outfall discharges. In the current
modeling study it was assumed that water temperature and dissolved oxygen were the same as
those measured on a bi-weekly basis by MWRA at the Watertown Dam. Chlorophyll a was
assumed to be zero for the separate storm sewer outfalls and for stream discharges it was
assumed to be 50 percent of that measured by MWRA at the Watertown Dam on a given day.
Chlorophyll a was used to determine algal biomass concentrations and corresponding daily
biomass loads for the three algal groups (blue-green, green, and diatoms) based on the same
method applied to the Watertown Dam chlorophyll a data.

Predicted conductivity, BODS, TSS, NOx-N, NH4-N, TKN, and total phosphorus concentrations
for each stream and separate storm sewer discharge were subsequently used to allocate loads
between the appropriate model state variables. Predicted daily conductivities were converted to
salinity (ppt) using a constant ratio. Predicted BODS concentrations were converted first to
ultimate CBOD assuming a first-order decay rate of 0.1 per day (base e). Ultimate CBOD
concentrations were subsequently used to determine total organic carbon, assuming a ratio of
carbon/oxygen consumed of 2.5. Total organic carbon concentrations determined in this manner
were petitioned 20 percent into particulate organic carbon and 80 percent into dissolved organic
carbon. It was further assumed that 50 percent of the particulate organic carbon is labile and 50
percent is refractory.

Predicted NOx-N and NH4-N concentrations were utilized directly as state variable inputs. Total
organic nitrogen concentrations were determined as the difference between TKN and NH4-N and
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total organic nitrogen was split equally between particulate and dissolved fractions. In addition,
particulate organic nitrogen was split equally between labile and refractory forms.

Predicted total phosphorus was assumed to be 50 percent inorganic phosphorus and 50 percent
organic phosphorus. The organic phosphorus was split 80 percent and 20 percent, between
particulate and dissolved forms, and the particulate organic phosphorus was split evenly between
labile and refractory forms.

Daily loads of each water quality state variable were calculated using the above determined
concentrations and corresponding daily flows predicted using the USGS SWMM models.

4.3.3 Combined Sewer Overflow Inputs

Daily flows were calculated for each of the 12 CSO inputs using the MWRA Regional CSO
Model (Metcalf & Eddy 2000, 2001, and 2002). The CSO model has been updated on an annual
basis to reflect changing conditions due to ongoing sewer system modifications and
enhancements since 1998. For the current modeling study the 2002 version of the CSO model
was assumed to be appropriate for simulating the years 1998 through 2002. This simplifying
assumption may result in some over-prediction of CSO activation frequency and discharge
volumes during the early portions of the 5-year period simulated with the MWRA CSO model.
Locations of the CSO discharges to the Basin are shown in Figure 4.5.

Flows

The MWRA CSO model is based on the SWMM RUNOFF and EXTRAN sub-models, and uses
a time step of 10 seconds. Rainfall, snowfall, and air temperature data measured every 15-
minutes at 4 MWRA facilities distributed throughout the region were used as input to the model
simulations of the years 1998 through 2002. These meteorological monitoring stations were
located at the Ward Street, Chelsea Creek and Columbus Park Headwork, and the Reading Pump
Station.

Model-predicted instantaneous flows at each CSO were saved to computer file at 15-minute time
intervals. Results were integrated to daily total flows for input to the load generation program
and the Basin hydrodynamic model. Daily totals for the sum of all the predicted CSO discharges
to the Basin are shown in Figure 4.54 for the period between 1998 and 2002.

Water Quality Constituent Loads

MWRA has determined CSO EMCs for BODS5, TSS, NOx-N, NH4-N, TKN, and total
phosphorus based on extensive CSO monitoring in recent years (Metcalf & Eddy 1994).
Arithmetic mean concentrations and the number of samples tested for each water quality
parameter are given in Table 4-9. All CSOs were assumed to have these water quality parameter
concentrations during all overflow events.
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Table 4-9. EMCs used for CSO inputs to the Basin

Parameter Arithmetic Mean (mg/l) Number of Samples
TSS 112.0 869
BOD5 70.0 807
NOx-N 34 170
NH4-N 3.1 205
TKN 5.9 182
TP 3.1 181

The MWRA did not develop EMCs for water temperature or dissolved oxygen in CSOs. In the
current modeling study it was assumed that CSO water temperature was the same as those
measured by MWRA at the Watertown Dam. Dissolved oxygen concentrations in all CSO
discharges were assumed to be zero. Chlorophyll @ and salinity were also assumed to be zero.

MWRA CSO EMCs for BODS, NOx-N, NH4-N, TKN, and total phosphorus were subsequently
used to allocate loads between the appropriate model state variables. Predicted BODS
concentrations were converted first to ultimate CBOD, assuming a first-order decay rate of 0.23
per day (base ¢). Ultimate CBOD concentrations were subsequently used to determine total
organic carbon, assuming a ratio of carbon/oxygen consumed of 2.5. Total organic carbon
concentrations determined in this manner were partitioned 50 percent into particulate organic
carbon and 50 percent into dissolved organic carbon. It was further assumed that 50 percent of
the particulate organic carbon is labile and 50 percent is refractory.

MWRA CSO EMCs for NOx-N and NH4-N were utilized directly as state variable input
concentrations. Total organic nitrogen concentrations were determined as the difference between
TKN and NH4-N and total organic nitrogen was split 50 percent and 90 percent between
particulate and dissolved fractions, respectively. In addition, particulate organic nitrogen was
split equally between labile and refractory forms.

The MWRA CSO EMC for total phosphorus was assumed to be 50 percent inorganic phosphorus
and 50 percent organic phosphorus. The organic phosphorus was split equally between
particulate and dissolved forms and the particulate organic phosphorus was split evenly between
labile and refractory forms.

Daily CSO loads for each discharge were determined by multiplying the CSO model predicted
daily flows by the model state variable CSO concentrations given above, followed by units
conversion to kilograms per day.

4.3.4 Boston Harbor Water Intrusion at the New Charles River Dam

A significant phenomenon impacting water quality within the Basin is the upstream intrusion of
harbor water at depth because of boat lockage through the New Charles River Dam. This highly
saline (10 to 31 ppt) cold water (4 to 20 degrees centigrade) wedge, which is denser than the
fresh water passing downstream through the Basin, sinks to the deeper portions of the river in the
summer months. This stable vertical density stratification restricts the vertical movement of
surface oxygen resources, resulting in low or even zero dissolved oxygen concentrations in the
bottom waters. The resultant low bottom-water dissolved oxygen likely promotes the release of
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nitrogen and phosphorus algal nutrients from benthic sediments. These nutrients are presently
trapped below the pycnocline (top of the salt water layer) and do not reach surface waters
readily. In the current modeling, impacts of this vertical stratification on hydrodynamics,
sediment diagenesis, and subsequent release of phosphorus and nitrogen nutrients from bottom
sediments during anoxic bottom-water conditions are simulated explicitly.

Flows

The approach used to determine daily flows of harbor water into the Basin was to extract the
number of boat lockage cycles on each day of the years 1998 through 2002 from log books
maintained by the Metropolitan District Commission (MDC) at the dam. Geometric data on the
width, length, and upstream and downstream invert elevations of the 3 locks located along the
southern end of the dam were then used to estimate daily volumes of harbor water passing
upstream into the Basin. A major assumption of this analysis is that over the daily time scale of
the flow calculations the harbor water surface elevation is equivalent to the long-term mean sea
level (MSL). There are 2 smaller locks (25 feet wide by 200 feet long by 5.5 feet deep at MSL)
used during most times for the passage of recreational boats. However, during extreme high
demand periods, such as during the 4™ of July week in summer, a much larger lock (40 feet wide
by 300 feet long by 14.5 feet deep at MSL) is also used. The large lock is also used for very large
boats and barges at any time of the year. Harbor water can only intrude upstream when boats
pass in the upstream direction from harbor to river. Although the MDC records do include
direction of travel, this information was not extracted because of time and budget constraints.
Thus, it was also assumed that harbor water intrusion occurred once during each lockage cycle,
regardless of direction of boat travel. Over a time scale of days, this assumption is likely valid,
since most boats return to their point of origin within this time period. It was also assumed that
during peak usage periods, when more than 120 lockage cycles occur during a given day, that the
2 smaller locks and one large lock are used for 2/3 and 1/3 of the daily lockage, respectively.
Harbor water intrusion flow rates and salt flux rates determined by the above method were found
to be very similar to those estimated previously by USGS (Breault et al. 2002) and the
Massachusetts Institute of Technology (MIT).

Figure 4.55 shows the number of lock activations (cycles times 2) occurring during each day
during the period between 1998 and 2002. The annual cycle of increased lockage during summer
months, particularly during the 4™ of July week and other weekends, is evident. Based on these
data and the geometric considerations described above, daily harbor water intrusion rates were
calculated. Results for each day are shown in Figure 4.56 along with the corresponding total
discharge reaching the New Charles River Dam from upstream. During portions of each summer
the harbor water intrusion flow rate is of similar magnitude to the total river discharge rate. This
phenomenon is a key contributor to the extensive salt wedge found in downstream portions of
the Basin during much of each year.

Water Quality Constituent Loads
Concentrations of water quality constituent state variables used in the model must also be

specified for the harbor water intrusion flow discussed above. Surface water quality data
collected near the New England Aquarium by MWRA where used to fulfill this need. The
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MWRA data were collected on a bi-weekly basis during the years 1997 through 2002. MWRA
data were also available at the U.S. Coast Guard station, located in Boston’s North End. The
Coast Guard station is closer to the New Charles River Dam than the New England Aquarium.
However, data at the Coast Guard station is only available on an intermittent basis during the
above years. Surface water quality data at these two stations were compared and found to be very
similar, with somewhat more influence from the Charles River freshwater discharge seen at the
Coast Guard station during wet-weather events. Surface water quality data were chosen to
characterize the harbor intrusion flow since these waters best represent the water drawn into the
locks from the harbor during boat lockage.

MWRA analyzed surface samples collected at the New England Aquarium for the following
water quality parameters: chlorophyll a, phacopigments, total nitrogen, dissolved organic
nitrogen, particulate organic nitrogen, total dissolved nitrogen, dissolved inorganic nitrogen,
ammonium nitrogen, nitrite plus nitrate nitrogen, dissolved organic phosphorus,
orthophosphorus, total phosphorus, particulate phosphorus, total dissolved phosphorus,
particulate organic carbon, total suspended solids, temperature, salinity and dissolved oxygen.
This extensive list of parameters was used, in conjunction with lockage intrusion flow
predictions, in order to define model state variable concentrations and loads at the New Charles
River Dam locks. Figures 4.57 through 4.67 show the surface concentrations of the above
measured water quality constituents near the New England Aquarium during the years 1998
through 2002. The sharp decline seen in Boston Harbor NH4-N levels after 2000 was due to
start-up of MWRA’s offshore outfall to Massachusetts Bay on September 6, 2000.

4.3.5 Kendall Power Station Cooling Water Intake and Discharge

The Kendall Power Station withdraws cooling water from the Basin via a pipe located at its
northern shoreline, a short distance upstream of the Longfellow Bridge. This water passes
through the plant as non-contact cooling water and is subsequently heated and discharged back
into the Basin via a canal located at its northern shoreline just downstream of the Longfellow
Bridge.

Flows

Short-term (hourly) cooling water discharge flow rates and water temperature data were obtained
from the Kendall Power Station owners (Mirant) for the summer months (June through
September/October) in the years 1999, and 2000 through 2002. No data were available for 2001
and only total daily flow rates and temperatures were available for all of 1998 and the non-
summer months of 1999 and 2000. No daily flow and temperature data were available for non-
summer months of 2002. Accordingly, daily flow rates and temperatures for non-summer months
in 1998 were also used as model input for non-summer months in 2002. This was necessary
since the period from June through October of 2002 was selected for water quality model
calibration.

Water Quality Constituent Loads

Cooling water withdrawn from the Basin by the Kendall Power Station is assumed to have the
same water quality properties upon discharge, with the exception of temperature. Cooling water
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discharge temperature was specified using the data described above for the Kendall Power
Station. Kendall Power Station adds chlorine to its cooling water intake, in an effort to control
bio-fouling within its plant. Studies by the power station’s consultant TRC suggest that these
additives have a temporary stunning effect on algae within the cooling water flow train. These
short-term algae growth inhibiting effects were not accounted for in the water quality modeling.

4.3.6 Atmospheric Boundary Conditions

Hourly meteorological data collected by the NCDC at Logan Airport were used to specify wind,
water volume, heat, and water quality parameter mass fluxes passing across the air water
interface of the hydrodynamic and water quality models. Model input meteorological data
included: solar radiation, precipitation, air temperature and relative humidity, wind speed and
direction, and cloud cover. These data were specified at hourly intervals in an input file to the
EFDC hydrodynamic and water quality models.

4.4 Model Implementation

Source code for the linked EFDC hydrodynamic and EFDC-WQM models were implemented on
personal computers using INTEL Fortran 90 and Absoft Fortran 95 (Macintosh computers).
Five-year simulations using the 57-cell grid, 8 vertical layer linked models required
approximately 24 hours for completion on a 2.3 gigahertz Pentium 4-based IBM compatible
computer.

4.4.1 Pre- and Post-Processing Software Development

Testing (calibration and verification) of the linked hydrodynamic and water quality models
required that a large number of simulations be made within a short time frame in order to test the
response of the linked models to alternative model parameter data sets and reasonable flow and
water quality boundary condition assumptions. Therefore, several software utilities had to be
developed specifically for this modeling project.

Model Input Builder

A utility program was developed to automate the generation and manipulation of model input
flow and water quality load boundary condition time series at each of the 92 input boundary
locations. Input files to be used by this utility include: daily input flow and water quality
parameter concentrations measured at the Watertown Dam, calculated daily harbor water
intrusion flow and total outflows at the New Charles River Dam, daily water quality parameter
concentrations at the New England Aquarium (applied to intrusion flows), SYNOP rainfall event
statistics for the Ward Street Rainfall Gage, dry- and wet-weather EMC regression coefficients
for various stormwater inputs, and finally SWMM predicted daily flows for stormwater and CSO
inputs at each of the 92 boundary locations. MAKWQBC was used to generate the following
input files to the linked hydrodynamic and water quality models: gser.inp and wqpsl.inp. These
files contain daily total flow rates and loads for the 92 boundary condition input points to the
Basin model.
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Post-processing Utility

Outputs from the hydrodynamic and water quality models are in the form of time series
predictions of water temperature and salinity (hydrodynamic sub-model) and water quality state
variable concentrations (water quality sub-model), at specified locations within the model spatial
domain. These time series files are in a fixed (static) format, which can be readily post-processed
to yield time series plots for comparison to field data.

The approach chosen was to develop and apply a post-processing software utility to combine
hydrodynamic and water quality model-predicted time series with field data available at 18
specified locations within the model spatial domain. Output from this utility does not change in
format from model run to model run. As a result, these post-processed files may be pasted into
spreadsheets containing pre-developed plots, which are then automatically updated to reflect
current model predictions.

4.5 Water Quality Model Calibration and Verification

Model testing is often carried out in two steps, calibration and verification or validation. First,
calibration is done for one historical time period when adequate field data are available. During
calibration, model process controlling parameters are adjusted within reasonable bounds until
model predictions mimic field data within acceptable limits. The calibrated model is then used to
simulate an independent historical time period for which field data under different environmental
conditions are available for comparison. This is known as verification or validation. For the
verification run most model process controlling parameters, except those for which field
measurements are available, are held at values used during model calibration. Results of the
verification run are then compared with field data for the same time period and a decision is
made if predictions and observations are close enough to consider the model valid for predictive
purposes. If verification results are not adequately close, then model process controlling
parameters are adjusted accordingly and the calibration and verification process is repeated
iteratively until results are adequate to consider the model valid for predictive purposes.

For the current study, calibration was carried out for the 5-month time period between June 1 and
October 31, 2002. Verification was carried out for the approximately 4.5-year time period
between January 1, 1998 and May 31, 2002. Model time series results at a total of 18 locations
were saved at 12-hour intervals, over each 4.5-year long simulation for comparison with field
monitoring data collected by MWRA (Museum of Science only) and EPA (18 locations). EPA
monitoring station locations are shown in Figure 4.68.

4.5.1 MWRA Science Museum Monitoring Data

The MWRA Museum of Science station is located in the vicinity of EPA station TMDL28 and
CRBL11. Monitoring data at the MWRA Science Museum station were collected near the water
surface on a bi-weekly basis, year-round since 1997. Plots of these data are shown in Figures
4.69 through 4.80. Due to the large amount of data points available for this important location
(approximately 255 for each constituent), the data are presented prior to comparison with model
results in order to allow the reader an opportunity to observe the unique behavior of water quality
in this portion of the Basin from season to season and year to year. Water quality data collected
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by EPA at CRBL11 are also presented for comparison with the MWRA data. It is important to
note that EPA chlorophyll data were not corrected for phacopigments. However, EPA total
chlorophyll values have been corrected to chlorophyll a in these plots, using ratios of total
chlorophyll to chlorophyll a measured by MWRA during the closest previous day.

Figure 4.69 shows measured levels of dissolved oxygen in surface waters at the MWRA Science
Museum monitoring station for the period between January 1, 1998 and October 27, 2002. EPA
data collected at nearby station CRBL11 during summer months are also shown for comparison.
Dissolved oxygen levels vary sinusoidally over each year with higher concentrations during
winter months when water temperatures are low, and with lower levels during summer months
when water temperatures are higher. Major processes controlling surface water dissolved oxygen
levels at this site and throughout the Basin include atmospheric re-aeration, sediment oxygen
demand and intermittent vertical mixing of the resulting low dissolved oxygen bottom waters,
oxidation of reduced nitrogenous compounds such as ammonium and nitrite-nitrogen, and algal
photosynthesis and respiration. Atmospheric re-aeration is also reduced during the summer
months because of lower river flows and quiescent circulation conditions in the Basin.

Figure 4.70 shows measured levels of the algal photosynthetic pigment chlorophyll @ in surface
waters at the MWRA Science Museum monitoring station. EPA data collected at nearby station
CRBL11 during summer months are also shown for comparison. Chlorophyll a levels vary in a
general sinusoidal manner over each year, with higher concentrations during summer months
when water temperatures are high and algal blooms occur, and with lower levels during winter
months when water temperatures are lower and algal activity is restricted to cold water species
such as diatoms. During most years two distinct chlorophyll a peaks occur during the warm
months. Modeling results suggest that the early summer chlorophyll a peaks are primarily due to
diatoms. Chlorophyll a peaks seen during latter periods of each summer and extending into fall
are likely due to the increased activity of other algal assemblages, such as cyanophytes (blue-
greens) and chrysophytes (greens and others).

Figures 4.71, 4.74, and 4.75 show measured levels of inorganic algal nutrients (PO4-P, NH4-N,
and the sum of NO2-N and NO3-N, respectively) in surface waters at the MWRA Science
Museum monitoring station. Algal nutrient levels vary in a general sinusoidal manner over each
year with higher concentrations during winter months when water temperatures are low and algal
activity is reduced. In contrast, the much lower levels of algal nutrients seen during summer
months are likely due to the higher water temperatures and sunlight, which are optimal for
supporting significant algal blooms and increased algal nutrient uptake.

Figures 4.72 and 4.76 show measured levels of organic phosphorus and nitrogen, respectively, in
surface waters at the MWRA Science Museum monitoring station. In general, organic nitrogen
and phosphorus tend to increase somewhat during summer months, as the result of increased
algal uptake of inorganic nutrients and their subsequent excretion of dissolved organic forms.

Figures 4.73 and 4.77 show measured levels of total phosphorus and total nitrogen, respectively,
in surface waters at the MWRA Science Museum monitoring station. These data capture the
complex effects of input nitrogen and phosphorus loads, algal activity, and other water column
and bottom sediment processes, such as settling, vertical mixing, and stratification.
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Figure 4.78 shows measured levels of total suspended sediment in surface waters at the MWRA
Science Museum monitoring station. Sorption of inorganic phosphorus onto suspended
sediments and subsequent deposition of these sediments onto the river bottom are important
mechanisms for removal of inorganic phosphorus from surface waters. These suspended
sediment data were used during the modeling to estimate a long-term suspended sediment
concentration of 4 mg/1 throughout the Basin. The model was then used to account for sorption
of inorganic phosphorus to these solids and their subsequent deposition to the river bottom
sediments for diagenesis.

Figures 4.79 and 4.80 shows measured salinity and water temperature, respectively, in surface
waters at the MWRA Science Museum monitoring station. Surface salinity is seen to increase
periodically during summer periods when salt water intrusion through the locks at the New
Charles River Dam result in a high salinity bottom layer in the Basin. However, the fact that
surface salinity during summer months is generally below 1.5 ppt, whereas bottom salinity may
exceed 25 ppt during these periods, suggests that vertical mixing of the salt wedge is minimal
during the summer. This lack of vertical mixing has an impact on existing water quality in the
Basin. Water temperature exhibits periodic seasonal variations during every year, with lowest
temperatures during January and highest temperatures during August and September. Surface
water temperatures at the Science Museum monitoring location approached 30 °C (88 degrees
Fahrenheit) during the summer of 2002.

4.5.2 EPA Monitoring Data

Water quality sampling by EPA consists of near-surface (1 meter depth) grabs at 15 locations
(1998 through 2002) and vertical sampling at multiple depths for 3 stations (2002 only) in the
downstream, lake-like, portion of the Basin (between the BU Bridge and the Science Museum).
EPA sampling was conducted on a bi-weekly basis each year, during the period between June
and October. The EPA data are presented along with the modeling results in subsequent report
sections. All total chlorophyll data have been corrected to chlorophyll a using the procedure
outlined above for the MWRA Science Museum station.

Sampling results at several key locations from this set are presented in the following section,
along with modeling results. A plot of daily precipitation measured at the MWRA Ward Street
Headwork Facility during this period is given in Figure 4.81. Model predictions and observations
are often seen to respond rapidly during days with rainfall, due to its impact on stormwater and
CSO input flows and related water quality parameter loads to the Basin.

4.5.3 Water Quality Model Calibration

During early phases of the Lower Charles River Basin TMDL modeling project the EFDC and
EFDC-WQM models and simulation options were modified numerous times, in an effort to
reduce predicted effective vertical mixing rates to those observed in the Basin. The current
model utilizes suspended sediment sorption of a fraction of the water column dissolved PO4-P as
a defensible method to reduce net vertical transport of phosphorus from bottom waters to surface
waters. Observed bottom-water phosphorus and nitrogen buildup occurs during summer months,
due to anoxic bottom-water conditions and subsequent sediment diagenesis process releases.
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Near-surface (top 12 percent of the water column) modeling results and field data for the period
between June 1 and October 30, 2002 are presented as a measure of model calibration. Model
runs included the impacts of organic phosphorus, carbon and nitrogen deposition and subsequent
sediment diagenesis, including SOD exertion on bottom waters, and the release of phosphorus
and nitrogen nutrients during anoxic conditions.

Due to the large number of monitoring locations, predictions, and observations in the Basin,
results and data for several key reaches were spatially averaged. These include: (1) between the
Longfellow Bride and the Science Museum (the Basin, 5 locations averaged), (2) between the
Harvard (Massachusetts Avenue) Bridge and the Longfellow Bridge (Upper Basin, 4 locations
averaged), and (3) in the vicinity of the BU Bridge (BU Basin, 2 locations averaged). However,
predictions and observations at the following locations were plotted without spatial averaging:
CRBL12, Science Museum, TMDL21, CRBL02, and CRBLO03.

Near-Surface Results

Calibration plots for June 1 through October 30, 2002 are presented for CRBL12 (Figures 4.83
through 4.94), Science Museum (Figures 4.95 through 4.106), Lower Basin (Figures 4.107
through 4.118), TMDL21 (Figures 4.119 through 4.130), Upper Basin (Figures 4.131 through
4.142), BU Basin (Figures 4.143 through 4.154), CRBLO03 (Figures 4.155 through 4.166) and
CRBLO2 (Figures 4.167 through 4.178). As seen in the plots, the water quality model predicts
most of the water quality constituents reasonably well during the 2002 monitoring period. The
calibration simulation was made for the full 5-year period between 1998 and 2002. The plots
only depict model results for the summer period in 2002 when extensive field data are available
for comparison.

In addition to the visual comparisons of model predictions and field observations, statistical
measures of wellness-of-fit were also developed. The RMA statistic was calculated for each
predicted water quality constituent for each day on which corresponding field observations were
available at the 5 individual stations and over multiple stations located within the 3 spatially
averaged reaches. RMA is equal to the sum of the absolute values of the differences in
concentration between each observed and predicted pair divided by the sum of all the observed
concentrations over the specified time period. Model results were also averaged over time
periods of 1, 2, and 4 weeks centered on each monitoring date and corresponding RMA statistics
were calculated. RMA values for predicted water quality parameters exhibiting large short-term
variability (such as PO4-P and chlorophyll a) were reduced significantly following time
averaging and best results were found for a 30-day averaging period. Separate sets of RMA
calculations were made for the calibration period (June 1 through October 30, 2002) and the
verification period (January 1, 1998 through May 31, 2002). Results for the calibration period in
2002 are given in Table 4-10, based on a 30-day time averaging period. Table 4-10 also gives the
number of field data points used for each RMA calculation. The average RMA values given in
Table 4-10 account for the fact that field data and model predictions for the lumped basins utilize
data at multiple locations. The Lower, Upper, and BU Basins consist of data at 5, 4, and 2
individual locations, respectively.
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Table 4-10. Relative mean absolute error for the surface water calibration (6/1/2002 — 10/30/2002)

Relative Mean Absolute Error (Percent)
Parameter Lower Basin Upper Basin BU Basin Science Mus.CRBLO2 CRBLO3 CRBL12 TMDL21 Average

Do 7 ) 10 7 10 5 13 15 )
Chlor-a 40 5 51 27 135 73 B2 20 SB
PO4-P 43 22 72 47 73 106 439 45 48
™ 13 15 18 26 41 16 16 15 17
Tot Org-P 10 14 22 21 36 29 17 16 17
NH4-N 87 83 44 97 27 40 B 71 /4
NO23-N El= =13} 54 76 30 41 9 160 il
TN 26 30 23 35 14 3l 25 26 27
Tot Org-N 13 13 23 12 18 28 14 15 16
Tot Org-C 15 3 25 o} 37 20 8 o] 14

Number of Field Data Points
Parameter Lower Basin Upper Basin BU Basin Science Mus.CRBLOZ CRBLO3 CRBL1Z2 TMDL21 Average

Do 13 13 13 21 13 [} [ [&] 91
Chlor-a 9 5] 9 21 5 [} [ 5 71
PO4-P 13 5] 13 21 13 [} [ 5 a3
T 13 5] 13 21 13 [} [ [&] a4
Tot Org-P 13 5] 13 21 13 [} [ 5 a3
NH4-MN 12 5] 12 21 12 [} [ [&] a1
NO23-N 13 <] 13 21 13 [ [ E] 83
™ 4] <] [ 21 <] [ [ E] 62
Tot Org-N 3] 5] [ 21 5] 1) [ 3] 63
Tot Org-C 10 1 10 o} 10 3 2 8] 36

RMAs for total phosphorus ranged between 13 and 41 percent with an average value of 17
percent. RMAs for organic phosphorus ranged between 10 and 36 percent with an average value
of 17 percent. RMAs for the algal nutrient PO4-P ranged between 22 and 106 percent with an
average value of 48 percent. RMAs for total nitrogen ranged between 14 and 35 percent with an
average value of 27 percent. RMAs for organic nitrogen ranged between 12 and 28 percent with
an average value of 16 percent. RMAs for the algal nutrients NH4-N and NO3-N averaged 74
and 76 percent, respectively. RMAs for dissolved oxygen were between 5 and 15 percent with an
average value of 9 percent. RMAs for chlorophyll @ were found to be between 27 and 135
percent with an average value of 58 percent.

Near-Bottom Results

Verification plots comparing near-bottom modeling results and field data for the 3 monitoring
locations for which vertical sampling was conducted for the calibration period in 2002
(TMDL22, TMDL25, and CRBL11) are shown in Figures 4.179 through 4.193. Statistical
measures of the model’s predictive capabilities are presented, in terms of percent RMA, in Table
4-11. RMAs are given for bottom water dissolved oxygen, chlorophyll a, PO4-P, total
phosphorus, organic phosphorus, NH4-N, NOx-N, total nitrogen, organic nitrogen, and total
organic carbon. Although many of the RMA values are relatively high, results suggest that the
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model is capable of simulating the general timing and magnitude of bottom-water dissolved
oxygen anoxia, sediment diagenesis releases, and the observed build-up of phosphorus and
nitrogen in the bottom-waters during the warm weather season in 2002. It is important to note

that RMA values can be quite high for water quality parameter concentrations that are either very

small or are often non-detectable, such as was found for bottom-water dissolved oxygen and

NOx-N.

Table 4-11. Relative mean absolute error for the bottom-water calibration (6/1/2002 — 10/30/2002)

Parameter
DO

Chlor-a
PO4-P

TP

Tot Org-P
NH4-N
NO23-N
TN

Tot Org-N

Parameter
DO

Chlor-a
PO4-P

TP

Tot Org-P
NH4-N
NO23-N
TN

Tot Org-N

Relative Mean Absolute Error (%)

TMDL22 TMDL25 CREL11
186 56 1020
a0 92 31
67 68 33
B3 G 32
73 69 27
46 40 28
200 119 702
50 34 16
65 24 22
Number of Field Data Points
TMDL22 TMDL25 CREL11
5 5 5
4] G 5
4] G G
4] G G
] §] G
] §] G
] §] G
6 G 7]
6 G 7]

4.5.4 Water Quality Model Verification

Model results were also plotted along with the field observations for the water quality model
verification time period (January 1, 1998 through May 31, 2002). Taken together, the near-

Average
421
71
56
54
56
38
340
33
37

Average

17
18
18
18
18
18
18
18

surface and near-bottom calibration results presented in Section 4.5.3 and analogous verification

results presented here suggest that the model is capable of simulating the major processes

controlling water quality and eutrophication in the Basin.
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Near-Surface Results

Near-surface (top 12 percent of the water column) modeling results and field data for the period

between January 1, 1998 and May 31, 2002 are presented as a measure of model verification.

Verification plots are presented for CRBL12 (Figures 4.194 through 4.205), Science Museum
(Figures 4.206 through 4.217), Lower Basin (Figures 4.218 through 4.229), TMDL21 (Figures
4.230 through 4.241), Upper Basin (Figures 4.242 through 4.253), BU Basin (Figures 4.254
through 4.265), CRBLO03 (Figures 4.266 through 4.277), and CRBLO2 (Figures 4.278 through
4.289). The water quality model predicts most of the water quality constituents adequately

during the verification time period.

In addition to the visual comparisons of model predictions and field observations, statistical
measures of wellness-of-fit were also developed for the verification time period. Results for
near-surface stations and basins are given in Table 4-12. Details on assumptions and methods

used to develop RMA statistics for the verification time period were presented previously in the
model calibration section (Section 4.5.3).

Table 4-12. Relative mean absolute error for the surface water verification (1/1/1998 — 5/31/2002)

Parameter
Do
Chlor-a
PO4-P

TP

Tot Org-P
NH4-N
NO23-N
TN

Tot Org-N
Tot Org-C

Parameter
Do
Chlor-a
PO4-P

TP

Tot Org-P
NH4-N
NO23-N
T

Tot Org-N
Tot Org-C

Lower Basin
16
55

Lower Basin

Upper Basin

cCooooooooo

Upper Basin

cCooooooooo

Relative Mean Absolute Error (Percent)

BU Basin Science Mus.CRELOZ CRBLO3 CRBL12 TMDL2

12
44
206
21
29
66
89
0

0
24

Number of Field Data Points

15

14
90
94

BU Basin Science Mus. CRBLD2

28

235
235
235
235
233
235
235
235
234

o

12

CRELD3
14
11
10

19

cCCoCococococoCo oo

1 Average

TMDL21 Average

cCccoCcCcococoooo

340
314
321
326
319
325
235
235
234

91
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Verification RMAs for total phosphorus ranged between 21 and 45 percent with an average value
of 26 percent. RMAs for the algal nutrient PO4-P ranged between 51 and 206 percent with an
average value of 97 percent. RMAs for organic phosphorus ranged between 21 and 47 percent
with an average value of 28 percent. The RMA for total nitrogen at the Science Museum was 15
percent. Organic nitrogen data were only available for the Science Museum monitoring location
during the verification time period. As a result verification RMAs for total and organic nitrogen
could not be determined for the other monitoring locations. RMAs for the algal nutrients NH4-N
and NO3-N averaged 62 and 77 percent, respectively. RMAs for dissolved oxygen were between
12 and 19 percent with an average value of 15 percent. RMAs for chlorophyll a were found to be
between 42 and 103 percent with an average value of 62 percent. RMAs for total organic carbon
were found to be between 24 and 30 percent with an average value of 27 percent.

Near-Bottom Results

Verification plots giving near-bottom modeling results and field data for the 3 monitoring
locations for which limited vertical sampling was available during the verification time period
between January 1, 1998 and May 31, 2002 (TMDL22, TMDL25, and CRBL11) are shown in
Figures 4.290 through 4.304. No statistical measures of the model’s predictive capabilities were
developed for the verification time period because of a lack of sufficient monitoring data at these
locations prior to June of 2002. Results for dissolved oxygen, PO4-P, total phosphorus, organic
phosphorus and, NH4-N are plotted to demonstrate that the water quality model is capable of
simulating seasonal bottom water dissolved oxygen anoxia and oxygenation, sediment diagenesis
and release and the observed build-up and flushing of bottom-water phosphorus and nitrogen
during multiple annual cycles.

4.5.5 EFDC-WQM Calibration Parameter Set

During the model testing process (calibration and verification), EFDC-WQM parameters
controlling water column and sediment diagenesis water quality processes were initially set at
those given in the EFDC-WQM model documentation (Hamrick et al. 1995). These values were
previously used successfully during testing of the Chesapeake Bay Model (Cerco and Cole
1994). However, during model testing some parameters were changed in order to produce results
that more closely simulate field observations throughout the Basin. Tables 4-13 through 4-17
present the final calibrated and verified model parameters used for this study. Many of the
parameter values are identical to those of the Chesapeake Bay application and those that were
changes fall within ranges of values used in accepted previous applications of EFDC-WQM.
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Table 4-13. Water quality parameters related to algae in the water column

Parameter Value®

PM. (day™) 2.0

PM, (day™) 2.5(2.25)

PM, (day™) 2.5

KHN, (g N m™) 0.008 (all groups) (0.01)
KHP, (g P m”) 0.002 (all groups) (0.001)
FD temporally-varying input
I, (langleys day™) temporally-varying input
Kep (m™) 0.05 (spatially varied)

Kerss (m™ per g m™) 0.015 (NA)

Kecn (m™ per mg Chl m™) 0.017

CChl, (g C per mg Chl) 0.060 (g), 0.100 (d), 0.140 (b-g) (0.060)
(Dopt)x (m) 1.0 (g), 1.0 (d), 1.0 (b-g)

(Imin (langleys day™) 40.0

CL, CI, & CI, 0.7,02&0.1

TMlow,, TMlowy & TMlow, (°C)
TMupp., TMuppg & TMupp, (°C)

28, 13,20 (NA)
35, 14, 23 (NA)

(USTR USROS RE USROS BEUS SR US IR US SR VS SR US B US SR US B US SR US R US SR US SR US IR US B US SR US B US R USROS BRUS R US S US SR US IR US SR VS IR US BRUS )

KTG1, & KTG2, (°C?) 0.008 & 0.008 (0.005 & 0.004)
KTG14 & KTG24 (°C?) 0.008 & 0.008 (0.004 & 0.006)
KTGl, & KTG2, (°C?) 0.008 & 0.008 (0.008 & 0.01)
STOX (ppt) 2.0

BMR, (day™) 0.040

BMR (day™) 0.010

BMR, (day™) 0.010

TR, (°C) 20.0 (all groups)

KTB, (°C™) 0.069 (all groups)

PRR, (day™) 0.15 (0.01)

PRR, (day™) 0.20 (0.215)

PRR, (day™) 0.20 (0.215)

WS, (m day™) 0.10 (0.03)

WS4 (m day™) 0.10 (0.215)

WS, (m day™) 0.15 (0.13)

*The evaluation of these values are detailed in Chapter IX of Cerco and Cole (1994).

°The equation number where the corresponding parameter is first shown and defined.

“Not available in Cerco and Cole (1994) since their formulations do not include these parameters.

Note: Values in Bold font are identical to those used in Chesapeake Bay Model (CBM) (Cerco and Cole 1994); If values
different than in CBM, CBM values given as (CBM Value)
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Table 4-14. Parameters related to organic carbon in the water column

Parameter Value® Equationb
FCRP 0.35 3-2
FCLP 0.55 3-3
FCDP 0.10 3-4
FCD, 0.0 (all groups) 3-4
WSgp (m day™) 0.15 (1.0) 3-2
WSpp (m day™) 0.15 (1.0) 3-3
KHR, (g O, m”) 0.5 (all groups) 3-4
KHORpo (g O, m™) 0.5 3-4g
Kge (day™) 0.005 3-4h
K¢ (day™) 0.075 3-4i
Kpc (day™) 0.010 3-4
Krca (day™ per g C m”) 0.03 3-4h
K calg (day per g C m™) 0.03 3-4i
Kbcalg (day™ per g C m™) 0.03 3-4j
TRupr (°C) 20.0 3-4h
TRyt (°C) 20.0 3-4
KThpr (°C™) 0.069 3-4h
KTy (°C) 0.069 3-4
KHDNy (g N'm?) 0.1 3-4]
AANOX 0.5 3-41

*The evaluation of these values are detailed in Chapter IX of Cerco and Cole (1994).

°The equation number where the corresponding parameter is first shown and defined.

Note: Values in Bold font are identical to those used in Chesapeake Bay Model (CBM) (Cerco and Cole 1994)
If values different than in CBM, CBM values given as (CBM Value)
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Table 4-15. Parameters related to phosphorus in the water column

Parameter Value® Equationb
FPRP 0.1 3-5
FPLP 0.2 3-6
FPDP 0.5 3-7
FPIP 0.2¢ 3-8
FPR, 0.0 (all groups) 3-5
FPL, 0.0 (all groups) 3-6
FPD, 1.0 (all groups) 3-7
FPI, 0.0° (all groups) 3-8
WS, (m day™) 0.10 (1.0) 3-8
Kposp (per g m?) for TSS 2.0 (NA) 3-8b
CPymi (g C per g P) 42.0 3-8e
CPpm2 (g C per g P) 85.0 3-8e
CPpyms (per g P m>) 200.0 3-8e
Kgp (day™) 0.005 3-8f
Kip (day™) 0.075 3-8g
Kpp (day™) 0.130 3-8h
Kgpai (day™ per g C m™) 0.03 (0.0) 3-8f
Kppag (day” per g C m”) 0.03 (0.0) 3-8g
Kppal (day™ per g C m™) 0.23 (0.0) 3-8h

*The evaluation of these values are detailed in Chapter IX of Cerco and Cole (1994).

"The equation number where the corresponding parameter is first shown and defined.

“Not available in Cerco and Cole (1994) since their formulations do not include these parameters: FPI, is estimated from
FPR,+FPL,+FPD,+FPI, = 1.

Note: Values in Bold font are identical to those used in Chesapeake Bay Model (CBM) (Cerco and Cole 1994); If values
different than in CBM, CBM values given as (CBM Value)
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Table 4-16. Parameters related to nitrogen in the water column

Parameter

FNRP

FNLP

FNDP

FNIP

FNR,

FNL,

FND,

FNI

ANC, (g N pergC)
ANDC (g N per g C)
Kgy (day™)

Kix (day™)

Kpy (day™)

Krnalg (day™ per g C m™)
KiNalg (day” per g C m?)
Kpalg (day per g C m”)
Nit,, (g N m” day™)
KHNitpo (g O, m™)
KHNity (g N m™)

TNit (°C)

KNitl (°C?)

KNit2 (°C?)

Value®

0.35

0.55

0.10

0.0

0.0 (all groups)
0.0 (all groups)
1.0 (all groups)
0.0 (all groups)
0.150 (all groups) (0.165)
0.933

0.005

0.075

0.13 (0.015)

0.0

0.0

0.0

0.10 (0.07)

1.0

1.0

27.0

0.0045
0.0045

*The evaluation of these values are detailed in Chapter IX of Cerco and Cole (1994).
The equation number where the corresponding parameter is first shown and defined.

Note: Values in Bold font are identical to those used in Chesapeake Bay Model (CBM) (Cerco and Cole 1994); If values

different than in CBM, CBM values given as (CBM Value)

Table 4-17. Parameters related to chemical oxygen demand and dissolved oxygen in the water

column

Parameter

KHcop (g O, m'3)
Kcp (day™)

TRcop (°C)

KTcop (°C™)

AOCR (g O, per g )
AONT (g O, per g N)
K., (in MKS unit)
KT,

Value®

15
1.0 (2.0)

20.0

0.041
2.67

4.33

1.5 (3.933)

1.024° (1.005 - 1.030)

*The evaluation of these values are detailed in Chapter IX of Cerco and Cole (1994).
The equation number where the corresponding parameter is first shown and defined.

“Not available in Cerco and Cole (1994) since their formulations do not include these parameters: K., is from O'Connor &

Dobbins (1958) and KT; is from Thomann & Mueller (1987).

Note: Values in Bold font are identical to those used in Chesapeake Bay Model (CBM) (Cerco and Cole 1994); If values

different than in CBM, CBM values given as (CBM Value)

Equation”

Equation”

3-16
3-16a
3-16a
3-16a
3-17
3-17
3-17¢
3-17¢
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Table 4-18. Sediment sub-model calibration parameter set

Note: Parameter values on lines labeled Charles are those used in Charles River Model; Parameter values on lines
labeled C&C/D&F are those used in Chesapeake Bay Model by Cerco & Cole (1994) and DiToro & Fitzpatrick

(1993)

CO05 DIFFUSION COEFFICIENT

C DifT = diffusion coefficient for sediment temperature (m2/sec)
C05 DifT

Charles 1.8E-7

C&C/D&F 1.8E-7

C06 Spatially constant parameters to split depositional fluxes to Gi classes $

FNBcl = fraction of PON from Cyanobacteria routed to G1 class

FNBc2 = fraction of PON from Cyanobacteria routed to G2 class

FNBc3 = fraction of PON from Cyanobacteria routed to G3 class
Note: FNBcl + FNBc2 + FNBc3 =1.0

FNBd1 = fraction of PON from diatom algae group routed to G1 class

FNBAJ2 = fraction of PON from diatom algae group routed to G2 class

FNBd3 = fraction of PON from diatom algae group routed to G3 class
Note: FNBd1 + FNBd2 + FNBd3 =1.0

FNBgl = fraction of PON from green algae group routed to G1 class

FNBg2 = fraction of PON from green algae group routed to G2 class

FNBg3 = fraction of PON from green algae group routed to G3 class
Note: FNBgl + FNBg2 + FNBg3 =1.0

oNoNololoNoNoNoRoNo oS!

C06 FNBcl FNBc2 FNBc3 FNBd1 FNBd2 FNBdA3 FNBgl
Charles 0.65 0.30 0.05  0.65 030  0.05 0.65
C&C/D&F 0.65 0.28 0.07  0.65 028 0.07 0.65

Co7

FPBcl1 = fraction of POP from Cyanobacteria routed to G1 class

FPBc2 = fraction of POP from Cyanobacteria routed to G2 class

FPBc3 = fraction of POP from Cyanobacteria routed to G3 class
Note: FPBcl + FPBc2 + FPBc3 =1.0

FPBdI = fraction of POP from diatom algae group routed to G1 class

FPBd2 = fraction of POP from diatom algae group routed to G2 class

FPBd3 = fraction of POP from diatom algae group routed to G3 class
Note: FPBd1 + FPBd2 + FPBd3 =1.0

FPBgl = fraction of POP from green algae group routed to G1 class

FPBg2 = fraction of POP from green algae group routed to G2 class

FPBg3 = fraction of POP from green algae group routed to G3 class
Note: FPBd1 + FPBd2 + FPBd3 =1.0

oNoloNoNoNoNo oo RO NONO!

FNBg2 FNBg3

0.30
0.28

0.05
0.07

Cco7 FPBcl FPBc2 FPBc3 FPBd1 FPBd2 FPBd3 FPBgl FPBg2 FPBg3

Charles 065 030 005 065 030 0.05 0.65

0.30

C&C/D&F 0.65 0.255 0.095 0.65 0.255 0.095 0.65 0.255

C08

FCBcl = fraction of POC from Cyanobacteria routed to G1 class
FCBc2 = fraction of POC from Cyanobacteria routed to G2 class
FCBc3 = fraction of POC from Cyanobacteria routed to G3 class

Note: FCBcl +FCBc2 + FCBc3 =1.0

FCBd1 = fraction of POC from diatom algae group routed to G1 class
FCBd2 = fraction of POC from diatom algae group routed to G2 class
FCBd3 = fraction of POC from diatom algae group routed to G3 class

aoaoacaoaan

0.05
0.095
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Table 4-18 (continued). Sediment sub-model calibration parameter set

Note: FCBd1 + FCBd2 + FCBd3 =1.0
FCBgl = fraction of POC from green algae group routed to G1 class
FCBg2 = fraction of POC from green algae group routed to G2 class
FCBg3 = fraction of POC from green algae group routed to G3 class
C Note: FCBd1 + FCBd2 + FCBd3 =1.0
C08  FCBcl FCBc2 FCBce3 FCBdl FCBd2 FCBd3 FCBgl FCBg2 FCBg3

C
C
C
C

Charles 065 030 005 065 030 0.05 065 030 0.05
C&C/D&F 0.65  0.255 0.095 0.65 0255 0.095 0.65 0255 0.095

C09 Spatially constant parameters for diagenesis

C09

KPONI1 = Decay rate of PON at 20 degC in Layer 2 for G1 class (1/day)
KPON2 = Decay rate of PON at 20 degC in Layer 2 for G2 class (1/day)
KPON3 = Decay rate of PON at 20 degC in Layer 2 for G3 class (1/day)
KPOP1 = Decay rate of POP at 20 degC in Layer 2 for G1 class (1/day)

KPOP2 = Decay rate of POP at 20 degC in Layer 2 for G2 class (1/day)

KPOP3 = Decay rate of POP at 20 degC in Layer 2 for G3 class (1/day)

KPOCI = Decay rate of POC at 20 degC in Layer 2 for G1 class (1/day)
KPOC2 = Decay rate of POC at 20 degC in Layer 2 for G2 class (1/day)
KPOC3 = Decay rate of POC at 20 degC in Layer 2 for G3 class (1/day)

oloNoNoNoNoNoNoNONe!

C09 KPON1 KPON2 KPON3 KPOPl KPOP2 KPOP3 KPOC1 KPOC2 KPOC3
Charles 0.025 0.0015 0.0 0.025 0.0015 0.0 0.025 0.0015 0.0
C&C/D&F 0.035 0.0018 0.0 0.035 0.0018 0.0 0.035 0.0018 0.0

C10

ThKN1 = Constant for temperature adjustment for KPONI1 (unitless)
ThKN2 = Constant for temperature adjustment for KPON2 (unitless)
ThKN3 = Constant for temperature adjustment for KPON3 (unitless)
ThKP1 = Constant for temperature adjustment for KPOP1 (unitless)

ThKP2 = Constant for temperature adjustment for KPOP2 (unitless)

ThKP3 = Constant for temperature adjustment for KPOP3 (unitless)

ThKC1 = Constant for temperature adjustment for KPOCI (unitless)
ThKC2 = Constant for temperature adjustment for KPOC2 (unitless)
ThKC3 = Constant for temperature adjustment for KPOC3 (unitless)

oloNoNo oo o RO RPN

C10 ThKN1 ThKN2 ThKN3 ThKP1 ThKP2 ThKP3 ThKC1 ThKC2 ThKC3
Charles 11 1.15 1.0 11 1.15 1.0 11 1.15 1.0
C&C/D&F 1.1 1.15 N/A 1.1 1.15 N/A 1.1 1.15 N/A

C11 Spatially constant parameters common to sediment flux
Cl1
rM1 = Solid concentrations in Layer 1 (Kg/L)
rM2 = Solid concentrations in Layer 2 (Kg/L)
ThDd = Constant for temperature adjustment for Dd (unitless)
ThDp = Constant for temperature adjustment for Dp (unitless)
GPOCr = Reference concentration for GPOC(1) (gC/m3)
KMDp = Particle mixing half-saturation constant for oxygen (mg/L)
KST = First-order decay rate for accumulated benthic stress (1/day)
DpMIN = Minimum diffusion coefficient for particle mixing (m”2/d)
RBIBT = Ratio of bio-irrigation to bioturbation (unitless)

ololoNoNoNoNo o X!
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Cl1 ™M1 ™2 ThDd ThDp GPOCr KMDp KST DpMIN RBIBT

CharlesRiver 05 05 1.08 1.117 50.0 20 003 3.0E-6 1.0
C&C/D&F 05 05 1.08 1.117 100.0 40 003 3.0E-6 1.0

C12

C 02BSc=Crit overlying O2 concentration below which benthic hysteresis occurs (mg/L)
C TDMBS = Time duration for which the maximum or minimum stress is in days

C TCMBS = Critical hypoxia duration; if less than this value, no hysteresis occurs (days)

Cl12 02BSc TDMBS TCMBS
Charles 1.0 60.0 14.0
C&C/D&F 1.0 30-100 7.0

C13 Spatially constant parameters for NH4, NO3 & PO4 flux

CI13

C PINH4 = Partition coefficient, ratio of particulate to dissolved NH4

C in layer 1 (L/Kg)

C P2NH4 = Partition coefficient, ratio of particulate to dissolved NH4

C in layer 2 (L/Kg)

C KMNH4 = Nitrification half-sat. constant for ammonium (gN/m"3)

C KMNH402 = Nitrification half-sat. constant for dissolved oxygen (gO02/m"3)
C ThNH4 = Constant for temperature adjustment for KNH4 (unitless)

C ThNO3 = Constant for temperature adjustment for KNO31 and KNO32 (unitless)
C P2PO0O4 = Partition coefficient, ratio of particulate to dissolved PO4

C in layer 2 (L/Kg)

C DOcPO4 = Critical dissolved oxygen for PO4 sorption (mg/L)

C Note: increase this value to increase PO4 flux to water column

C

C13 PINH4 P2NH4 KMNH4 KMNH402 ThNH4 ThNO3 P2PO4 DOcPO4
Charles 1.0 1.0 15 368 117 1.08 10. 2.5
C&C/D&F 1.0 1.0 1.5 3.68 1.17 1.08 100. 2.0

C14 Spatially constant parameters for H2S/CH4 flux and SOD
Cl4
P1H2S = Partition coefficient for H2S in Layer 1 (L/Kg)
P2H2S = Partition coefficient for H2S in Layer 2 (L/Kg)
KH2Sd1 = Reaction velocity for dissolved sulfide oxidation in
Layer 1 at 20 degC (m/day)
KH2Sp1 = Reaction velocity for particulate sulfide oxidation in
Layer 1 at 20 degC (m/day)
ThH2S = Constant for temperature adjustment for KH2Sd1 and KH2Sp1 (unitless)
KMH2S = Constant to normalize the sulfide oxidation rate for oxygen (mgO2/L)
KCH4 = Reaction velocity for methane oxidation in layer 1 at 20 degC (m/day)
ThCH4 = Constant for temperature adjustment for KCH4 (unitless)
c¢SHSCH = Critical salinity; less than this value CH4 is produced,
above this value H2S is produced (g/L)

oloNoloNoNoNoRo oo RO OO

Cl14 PIH2S P2H2S KH2Sd1 KH2Spl ThH2S KMH2S KCH4 ThCH4 cSHSCH
Charles 100.0 100.0 0.2 0.4 1.17 4.0 0.2 1.08 1.0
C&C/D&F 100.0 100.0 0.2 0.4 1.17 4.0 0.2 1.08 1.0
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Table 4-18 (continued). Sediment sub-model calibration parameter set

C15

C a02C = Stoichiometric coefficient for carbon diagenesis consumed
C by H2S oxidation (g02/gC)

C a02NO3 = Stoichiometric coefficient for carbon diagenesis consumed
C by denitritrification (gO2/gN)

C a0O2NH4 = Stoichiometric coefficient for carbon diagenesis consumed
C by nitrification (gO2/gN)

C

Cl15 a02C aO2NO3 aO2NH4

Charles 2.66667  2.85714 4.33

C&C/D&F  2.66667  2.85714 4.33

C19 Spatially varying parameters: physical and rate velocity
ISMz = zone for spatially variable parameters in SPM
Hsed = Total active sediment thickness (meters)
W2 = sediment burial rate (cm/year)
Dd = diffusion coefficient in pore water (m2/day)
Dp = apparent diffusion coefficient for particle mixing (m2/day)

KNH4 = optimal reaction velocity for nitrification at 20 degC (m/day)
KNO31 = reaction velocity for denitrification in layer 1 at 20 degC (m/day)
KNO32 = reaction velocity for denitrification in layer 2 at 20 degC (m/day)
DP1PO4 = factor to enhance sorption of PO4 in layer 1 when DO is

greater than DOcPO4 (unitless)
Note: decrease DP1PO4 and/or increase DOcPO4 to increase the
benthic flux of PO4 to the water column
SODmult = factor to enhance magnitude of sediment oxygen demand (unitless)
ISMZ Hsed W2 Dd Dp KNH4 KNO31 KNO32 DP1PO4 SODmult

cioloNoNoloNo oo No RO RO RO X!

Charles 1 0.80 0.10 0.0100 1.2E-4 0.14 0.12 0.18 150.00 1.00
C&C/D&F 1 Varies 0.10 0.0100 1.2E-4 0.14 0.10 0.25 N/A N/A

C20 Spatially varying parameters: distribution coefficients for RPOM

C20

ISMZ = zone index for spatially variable parameters

FNRP1 = fraction of water column refractory PON routed to G-class 1

FNRP2 = fraction of water column refractory PON routed to G-class 2

FNRP3 = fraction of water column refractory PON routed to G-class 3
Note: FNRP1 + FNRP2 + FNRP3 = 1.0

FPRP1 = fraction of water column refractory POP routed to G-class 1

FPRP2 = fraction of water column refractory POP routed to G-class 2

FPRP3 = fraction of water column refractory POP routed to G-class 3
Note: FPRP1 + FPRP2 + FPRP3 =1.0

FCRP1 = fraction of water column refractory POC routed to G-class 1

FCRP2 = fraction of water column refractory POC routed to G-class 2

FCRP3 = fraction of water column refractory POC routed to G-class 3
Note: FCRP1 + FCRP2 + FCRP3 =1.0

20 ONE TITLE CARD FOLLOWS:
ISMZ FNRP1 FNRP2 FNRP3 FPRP1 FPRP2 FPRP3 FCRP1 FCRP2 FCRP3

cioloNoNoNoRoNoNoNo o oo NOoNONe!

Charles 1 0.10 0.80 0.10  0.10 0.80  0.10 0.10 0.80 0.10
C&C/D&F 1 0.00 0.82 0.18  0.00 0.73 0.27  0.00 0.73 0.27
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4.6 Additional Model Testing

Following calibration and verification of the model, several additional tests runs were conducted.
The first test consisted of running the calibrated and verified model for a 10-year time period,
repeating daily water quality parameter loading time series used to simulate 1998. The objective
of this test was to determine if initial conditions specified for bottom sediment particulate
organic carbon, phosphorus, and nitrogen during the calibration and verification runs were
consistent with long-term fluxes of these parameters across the water column-bottom interface.
A finding that the concentrations of these parameters in bottom sediments remains relatively
constant over the long-term suggests that initial conditions used in the model testing were
appropriate. Results of this test are presented in Figure 4.305 for the model cell corresponding to
the Science Museum monitoring station. Particulate organic carbon, phosphorus, and nitrogen
vary over the 10-year simulation due to seasonal changes in sediment loadings and variable
sediment diagenesis processes. However, long-term average concentrations do not exhibit a
significant drift downward or upward relative to initial conditions following the first year of the
simulation.

The second test consisted of running the model for the 5-year period between January 1, 1998
and October 31, 2002, specifying a constant (over time) 50 percent reduction in daily boundary
input loads of algal phosphorus and nitrogen nutrients, including PO4-P, organic phosphorus,
NH4-N, NOx-N and organic nitrogen. This test provided insight into algal nutrient and
chlorophyll a reductions likely to result from implementation of nutrient load reduction
scenarios, such as those to be investigated during TMDL development. Results of this nutrient
reduction test run are shown in Figures 4.306, 4.307, and 4.308, for chlorophyll a, total
phosphorus, and total nitrogen before and after 50 percent load reduction, respectively.
Following a 50 percent reduction in nutrients, chlorophyll a would likely be reduced
significantly. Peak growing season (June through October) algal bloom chlorophyll a levels
predicted for the 5-year simulation (average of 1998 through 2002) would likely be reduced from
43 to 22 pg/l and growing season average chlorophyll a levels would likely be reduced from 26
to 12 pg/l under this scenario.

An additional time series plot of chlorophyll a levels of each of the three modeled algal groups
has been developed based on the full 5-year model run under existing loading conditions. This
plot (Figure 4.309) has been developed to demonstrate the predicted seasonal succession of these
three algal groups and to show their relative contributions to total algal chlorophyll a levels
predicted by the model at the Science Museum monitoring location. It is seen that during the
winter, early summer and fall, diatoms dominate the total phytoplankton. As water temperatures
increase during the summer months, algal groups other than diatoms start to dominate the
assemblage, with blue-green algae peaking during the warmest periods of each summer. In terms
of biomass, it is important to realize that in the model and prototype, blue-greens exhibit a
biomass to chlorophyll a ratio that is 2.3 times larger than that of the green algae (greens and
other groups) and 1.4 times larger than that of diatoms. Although they may account for a
relatively small portion of the total measured or predicted chlorophyll a during summer, they
have a relatively large impact on ambient carbon, phosphorus, and nitrogen levels and dissolved
oxygen because of their correspondingly large biomass.
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5 CONCLUSIONS AND RECOMMENDATIONS

A transient linked hydrodynamic and water quality model has been developed and tested as a
tool for use in subsequent TMDL analyses. Calibration and verification results indicate that the
model, in general, successfully predicts observed hydrodynamic and water quality conditions
throughout the Lower Charles River Basin. Error statistics developed for the calibration and
verification time periods generally fall within ranges established as adequate in previous
applications of the EFDC model. Error statistics for several water quality parameters, including:
chlorophyll-a, PO4-P, NH4-N and NOx-N were found to exceed literature ranges, at several
monitoring locations.

It is important to note that, due to the size of model computational cells, model predictions
should be viewed as being indicative of water quality conditions over hundreds of meters
longitudinally and laterally within the river, in which water quality parameter loadings are
assumed to be completely mixed horizontally. This spatial averaging may result in attenuation of
water quality parameter concentrations due to nearby discharges. Conversely, spatial averaging
may result in accentuating the influence of more distant discharges. Field monitoring data is
indicative of water quality conditions at a point horizontally within the river. Due to local
circulation patterns a monitoring point may fall within or outside individual plumes of shoreline
discharges, either accentuating or attenuating their influence on water quality parameter
concentrations. Model predictions at a given time should also be viewed as being indicative of
average water quality conditions over periods on the order of 12 hours, whereas monitoring data
indicates water quality conditions at an instant in time. Differences in both the spatial and
temporal characteristics of model predictions and field observations may contribute significantly
to the relatively high error statistics cited above.

In order to investigate impacts of the above differences in the temporal characteristics of model
predictions and field observations, a sensitivity analysis of time averaging of model results and
field data was conducted. Model predictions (every 12 hours) and field data at the Science
Museum monitoring site were averaged over time periods of 0.5, 7, 17, 30, 51, 77 and 153 days,
for the growing season (June 1 through October 31) in each year between 1998 and 2002.

Results of the sensitivity analysis, in terms of relative mean absolute errors for the seven
different time averaging periods, are given in Table 5-1 It is seen that RMAs decrease rapidly
with the length of the time averaging period, and that a 1-month period results in error statistics
that are acceptable for subsequent TMDL modeling. Seasonal average (153 days) error values for
all water quality parameters are well within suggested error guidelines for TMDL modeling.

Following calibration and verification of the water quality model, the model was used to evaluate
point and nonpoint source loading allocations and reduction alternates, considering critical
conditions and established TMDL endpoints. There are numerous combinations of loads that can
meet the TMDL endpoint. Using the information provided through stakeholder interaction,
alternatives that best meet the stakeholder’s needs were assessed and adjusted to produce
acceptable loading alternatives. In addition, watershed and in-stream BMPs were considered for
nonpoint source load reduction.

TMDL scenario simulations were designed based on current load allocations and various
alternative load allocations developed in conjunction with the stakeholders, regulatory agencies

49





FINAL — Model Development for the Lower Charles River Basin, Massachusetts

and the technical advisory group. The calibrated and verified hydrodynamic and water quality
models was reconfigured as appropriate based on TMDL allocation simulation scenarios using
both calibration kinetic parameters and implicit safety factor parameters derived from sensitivity
and uncertainty analyses. The simulation scenario results and analysis, including a comparison of
implicit and explicit factor of safety approaches, were documented in the TMDL report (Tetra
Tech 2006).

Table 5-1. Impact of time averaging on error statistics, Science Museum (1998-2002)

Time Averaging

Pariod (Days) Relative Maan Absolute Error (Parcent)
June-October oo Chlor-a PO4-P TotalP  Org-P MH4-N MNO23-N Total N  Org-N
1 15 51 45 45 339 4 e 24 35
7 16 51 69 40 37 a1 79 22 35
1r 15 43 53 33 32 73 ra 20 33
30 13 39 50) 11 ES| 71 75 19 30
51 13 7 44 28 28 70 7 18 3z
77 12 31 a5 22 29 63 75 15 a0
153 [June-Ock) 11 15 21 17 17 & G 2] 29
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APPENDIX A: SUMMARY OF EFDC HYDRODYNAMIC MODEL FORMULATIONS
The equations used in the EFDC hydrodynamic model are the horizontal momentum equations:

é’,(mxmyHu)+ 0. (myHuu)+ é’y(mvau)+ 0. (mxmywu)— Jom.m Hv

=—m,HE,(p+ Dy + )+ m (82, +z6,H ). p+ é’z(mxmy % é’zu) +0. &1
&/(m m 1V )+ 8, (m, Huv)+ 8, (m Hvw)+ . (m mpwv )+ f.m,m, Hu

= —m,HO(p+ Py +8)+m (0,2, +20,HY.p+ &, (mm% azv) +0, (A2

m.m, f,=mm,f—ud,m, +vom, (A3)

(T..T.)=A4H"2.(uv) (A.4)

where « and v are the horizontal velocity components in the curvilinear horizontal coordinates x
and y, respectively. The scale factors of the horizontal coordinates are m, and m,. The vertical
velocity in the stretched vertical coordinate z is w. The physical vertical coordinates of the free
surface and bottom bed are z*, and z, * respectively. The total water column depth is H, and ¢ is
the free surface potential, which is equal to g z;* The effective Coriolis acceleration f,
incorporates the curvature acceleration terms according to (A.3). The Q terms in (A.1 and A.2)
represent optional horizontal momentum diffusion terms. The vertical turbulent viscosity 4,
relates the shear stresses to the vertical shear of the horizontal velocity components by (A.4). The
kinematic atmospheric pressure, referenced to water density, 1S p.m; the excess hydrostatic
pressure in the water column is given by

a.p=-gHb =—gH(p—p, )p,’ (A.5)

where p and p, are the actual and reference water densities and b is the buoyancy. The three-
dimensional continuity equation in the stretched vertical and curvilinear horizontal coordinate
system is

1) (mxmyH)+ 0. (myHu)-i— é’y(mva) +0, (mxmyw): 0, (A.6)

with Qy representing volume sources and sinks including rainfall, evaporation, infiltration, and
lateral inflows and outflows having negligible momentum fluxes. The generic three-dimensional
transport and transformation equation for a dissolved or suspended material represented by the
concentration variable C is
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é;(mxmyHC)+ é’x(myHuC)+ g, (m HvC)+ é’z(mxmwa)
(A7)

m, m, m.m, 3
=0, (j HAHé’ij + 0")[; HAHO’;;CJ + é’z(—HLAbﬂz C) +m.m HR.

x y

where Ay and A4, are horizontal and vertical turbulent mass diffusion coefficients and R¢
represents physical and biogeochemical sources and sinks. The horizontal mass diffusion terms
in (A.7) are generally omitted in the numerical solution when the model is configured for three-
dimensional simulation.

Vertical boundary conditions for the solution of the momentum equations are based on the
specification of the kinematic shear stresses

(sz > Tyz): (Tbx > z-by ): Gy ”12 + V12 (uDVI ) (A.8)

and

(7..7.)=(T..T,)=cyU2 + V2 (U,.7,) (A.9)

at the bottom, z=0, and free surface, z=1, respectively, with U,, and V,, being the components of
the wind velocity at 10 meters above the water surface. The subscript / refers to velocity and
elevation at the mid-point of the bottom layer. The bottom drag coefficient is given by

« 2

where x; is the von Karman constant, A; is the dimensionless thickness of the bottom layer, and
z,=2,*H 1s the dimensionless roughness height. The wind stress coefficient is given by

c, = 0.001&@.8+0.065,/Uj + Vj) (A.11)
Py,

for the wind velocity components in meters per second, with p, and p,, denoting air and water
densities. respectively. A no flux vertical boundary condition is used for the transport equation
(A.7) when C represents salinity. Turbulent viscosity and diffusion coefficients in the momentum
and transport equations, respectively, are determined using a turbulence closure model (Galperin
et al. 1988; Mellor and Yamada 1982). The numerical solution procedures used in the EFDC
model are documented by Hamrick (1992) and summarized in Hamrick and Wu (1997).

For thermal transport and temperature simulations, the water surface heat flux for the transport
equation (A.7), when C represents heat (C=pwcpwT) is:
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Jys = 0T, (0.39-0.05¢,* Y1 - B.C,)+ 40T (T, - T,)
rerpuen BT V2 (1T )+ cop WU+ Ve o, — Re Y0622 ) -1, 1)

where cpw is the specific heat of water. The heat fluxes on the right of (17) are based on the
NOAA Geophysical Fluid Dynamic Laboratory's atmospheric heat exchange formulation®'. The
first two terms represent net longwave back radiation where 7's and 7a are the water surface and
atmospheric temperatures, ¢ is the emissivity, o is the Stefan-Boltzman constant, ea is the
atmospheric vapor pressure in millibars, Cc is the fractional cloud cover, and Bc is an empirical
constant equal to 0.8. The third term is the convective or sensible heat flux where ch is a
dimensionless transfer coefficient on the order of 10 in magnitude, [Ja is the atmospheric
density, and cpa is the specific heat of air. The last term represents latent heat transfer where ce
is a dimensionless transfer coefficient on the order of 10 in magnitude, L is the latent heat of
evaporation, ess and esa are the saturation vapor pressures in millibars corresponding to the
water surface and atmospheric temperatures respectively, R/ is the fractional relative humidity,
and pa is the atmospheric pressure in millibars.

The incident shortwave solar radiation, Is at the water surface (watts/square meter) is given by
[, =0.5L,(1- 4, + " )1 -a)(1-0.62C, +0.0019 ) (A.13)

where /; is the shortwave solar radiation at the top of the atmosphere, 4, is water vapor plus
ozone adsorption coefficient (0.09), 7is the atmospheric attenuation coefficient (0.7), y is the
zenith angle, a is the surface albedo, and /3 is the solar noon angle in degrees.

The bottom heat flux is

JTB :Chhpwcpwvul2 +V12 (TB _T)_IB (A14)

where 75 is the bed temperature, Hb is the active thermal thickness of the bed, pb is the density
and ¢pb is the specific heat of the water-solid bed mixture, chb is a dimensionless convective
heat exchange coefficient on the order of 1E-3. The remaining irradiance at the sediment bed-
water interface being adsorbed into the sediment bed is

I, =7l exp(—ﬂfH)—i- (- ) exp(-p.H) (A.15)

where 3y and /3 are fast and slow scale attenuation coefficients (1/meters), and 7 is a distribution
fraction between zero and one. For shallow water environments, 7 is set to one and 3, generally
falls within the range of 0.2 to 4 per meter. The thermal balance for the bed is given by

2 bcprbTb): I, =P ”12 + Vlz (Tb - ]I) (A.16)

Equation (A.16) serves to couple the bed with the water column.
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APPENDIX B: WATER QUALITY MODEL FORMULATION

This section summarizes the basic theory of the water quality-eutrophication component of the
EFDC model. The kinetic processes included in the EFDC water quality model are mostly from
the Chesapeake Bay three-dimensional water quality model, CE-QUAL-ICM (Cerco and Cole
1994). A more detailed description of the water quality model can be found in the report by Park
et al. (1995). Table B-1 lists the model's complete set of state variables and their interactions are
illustrated in Figure B-1. As opposed to earlier water quality model's such as WASP (Ambrose et
al. 1992), which use biochemical oxygen demand to represent oxygen demanding organic
material, the EFDC water quality model is carbon based. The four algae species are represented
in carbon units. The three organic carbon variables play an equivalent role to BOD. Organic
carbon, nitrogen and phosphorus can be represented by up to three reactive sub-classes,
refractory particulate, labile particulate and labile dissolve. The use of the sub-classes allows a
more realistic distribution of organic material by reactive classes when data is to estimate
distribution factors. The following sub-sections discuss the role of each variable and summarize
there kinetic interaction processes. The kinetic processes include the exchange of fluxes at the
sediment-water interface, including sediment oxygen demand. The description of the EFDC
water column water quality model in this section is from Park et al. (1995).

Table B-1. EFDC model water quality state variables

(1) cyanobacteria (12) labile particulate organic nitrogen
(2) diatom algae (13) dissolved organic nitrogen
(3) green algae (14) ammonia nitrogen

(4) refractory particulate organic carbon (15) nitrate nitrogen

(5) labile particulate organic carbon (16) particulate biogenic silica
(6) dissolved organic carbon (17) dissolved available silica
(7) refractory particulate organic phosphorus (18) chemical oxygen demand
(8) labile particulate organic phosphorus (19) dissolved oxygen

(9) dissolved organic phosphorus (20) total active metal

(10) total phosphate (21) fecal coliform bacteria
(12) refractory particulate organic nitrogen

B.1 Model State Variables
B.1.1 Algae

Algae are grouped into four model classes: cyanobacteria, diatoms, greens, and macroalgae. The
grouping is based upon the distinctive characteristics of each class and upon the significant role
the characteristics play in the ecosystem. Cyanobacteria, commonly called blue-green algae, are
characterized by their abundance (as picoplankton) in saline water and by their bloom-forming
characteristics in fresh water. Cyanobacteria are unique in that some species fix atmospheric
nitrogen, although nitrogen fixers are not believed to be predominant in many river systems.
Diatoms are distinguished by their requirement of silica as a nutrient to form cell walls. Diatoms
are large algae characterized by high settling velocities. Settling of spring diatom blooms to the
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sediments may be a significant source of carbon for sediment oxygen demand. Algae that do not
fall into the preceding two groups are lumped into the heading of green algae. Green algae settle
at a rate intermediate between cyanobacteria and diatoms and are subject to greater grazing
pressure than cyanobacteria.

B.1.2 Organic Carbon

Three organic carbon state variables are considered: dissolved, labile particulate, and refractory
particulate. Labile and refractory distinctions are based upon the time scale of decomposition.
Labile organic carbon decomposes on a time scale of days to weeks whereas refractory organic
carbon requires more time. Labile organic carbon decomposes rapidly in the water column or the
sediments. Refractory organic carbon decomposes slowly, primarily in the sediments, and may
contribute to sediment oxygen demand years after deposition.

B.1.3 Nitrogen

Nitrogen is first divided into organic and mineral fractions. Organic nitrogen state variables are
dissolved organic nitrogen, labile particulate organic nitrogen, and refractory particulate organic
nitrogen. Two mineral nitrogen forms are considered: ammonium and nitrate. Both are utilized to
satisfy algal nutrient requirements, although ammonium is preferred from thermodynamic
considerations. The primary reason for distinguishing the two is that ammonium is oxidized by
nitrifying bacteria into nitrate. This oxidation can be a significant sink of oxygen in the water
column and sediments. An intermediate in the complete oxidation of ammonium, nitrite, also
exists. Nitrite concentrations are usually much less than nitrate, and for modeling purposes,
nitrite is combined with nitrate. Hence the nitrate state variable actually represents the sum of
nitrate plus nitrite.

B.1.4 Phosphorus

As with carbon and nitrogen, organic phosphorus is considered in three states: dissolved, labile
particulate, and refractory particulate. Only a single mineral form, total phosphate, is considered.
Total phosphate exists as several states within the model ecosystem: dissolved phosphate,
phosphate sorbed to inorganic solids, and phosphate incorporated in algal cells. Equilibrium
partition coefficients are used to distribute the total among the three states.

B.1.5 Silica

Silica is divided into two state variables: available silica and particulate biogenic silica.
Available silica is primarily dissolved and can be utilized by diatoms. Particulate biogenic silica
cannot be utilized. In the model, particulate biogenic silica is produced through diatom mortality.
Particulate biogenic silica undergoes dissolution to available silica or else settles to the bottom
sediments.
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B.1.6 Chemical Oxygen Demand

In the context of this study, chemical oxygen demand is the concentration of reduced substances
that are oxidizable by inorganic means. The primary component of chemical oxygen demand is
sulfide released from sediments. Oxidation of sulfide to sulfate may remove substantial
quantities of dissolved oxygen from the water column.

B.1.7 Dissolved Oxygen

Dissolved oxygen is required for the existence of higher life forms. Oxygen availability
determines the distribution of organisms and the flows of energy and nutrients in an ecosystem.
Dissolved oxygen is a central component of the water quality model.

B.1.8 Total Active Metal

Both phosphate and dissolved silica sorb to inorganic solids, primarily iron and manganese.
Sorption and subsequent settling is one pathway for removal of phosphate and silica from the
water column. Consequently, the concentration and transport of iron and manganese are
represented in the model. However, limited data do not allow a complete treatment of iron and
manganese chemistry. Rather, a single-state variable, total active metal, is defined as the total
concentration of metals that are active in phosphate and silica transport. Total active metal is
partitioned between particulate and dissolved phases by an oxygen-dependent partition
coefficient.

B.1.9 Salinity

Salinity is a conservative tracer that provides verification of the transport component of the
model and facilitates examination of conservation of mass. Salinity also influences the dissolved
oxygen saturation concentration and is used in the determination of kinetics constants that differ
in saline and fresh water. Salinity is simulated in the hydrodynamic component of the model.

B.1.10 Temperature
Temperature is a primary determinant of the rate of biochemical reactions. Reaction rates

increase as a function of temperature, although extreme temperatures result in the mortality of
organisms. Temperature is simulated in the hydrodynamic component of the model.
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B.2 Conservation of Mass Equation

The governing mass-balance equation for each of the water quality state variables may be
expressed as:

o0C N 0(uC) N owC) N owC)
ot ox oy 0z

2f, o) +Q(K a_CJ N (e R
a\M ) o\ ey e\ e e

(B.1)

where

C = concentration of a water quality state variable

u, v, w = velocity components in the x-, y-, and z-directions, respectively
K., K,, K. = turbulent diffusivities in the x-, y-, and z-directions, respectively
SC = internal and external sources and sinks per unit volume.

The last three terms on the left-hand side (LHS) of equation B.1 account for the advective
transport, and the first three terms on the right-hand side (RHS) of equation B.1 account for the
diffusive transport. These six terms for physical transport are analogous to, and thus the
numerical method of solution is the same as, those in the mass-balance equation for salinity in
the hydrodynamic model (Hamrick 1992). The last term in equation B.1 represents the kinetic
processes and external loads for each of the state variables. The present model solves equation
B.1 after decoupling the kinetic terms from the physical transport terms. The solution scheme for
both the physical transport (Hamrick 1992) and the kinetic equations is second-order accurate.

The governing mass-balance equation for water quality state variables (equation B.1) consists of
physical transport, advective and diffusive, and kinetic processes. When solving equation B.1,
the kinetic terms are decoupled from the physical transport terms. The mass-balance equation
for physical transport only, which takes the same form as the salt-balance equation, is:

0 U0 HG 20D, %), 2 [K acji( < e

a ey e alam) gl ) & w

The equation for kinetic processes only, which will be referred to as the kinetic equation, is:

—= B.3
5 Se (B.3)

which may be expressed as:

aa—f:Kgcw (B.4)
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where K is kinetic rate (time™) and R is source/sink term (mass volume™ time™). Equation B.4 is
obtained by linearizing some terms in the kinetic equations, mostly Monod type expressions.
Hence, K and R are known values in equation B.4. Equation B.2 is identical to, and thus its
numerical method of solution is the same as, the mass-balance equation for salinity (Hamrick
1992).

The remainder of this chapter details the kinetics portion of the mass-conservation equation for
each state variable. Parameters are defined where they first appear. All parameters are listed, in
alphabetical order, in an appendix. For consistency with reported rate coefficients, kinetics are
detailed using a temporal dimension of days. Within the CE-QUAL-ICM computer code, kinet-
ics sources and sinks are converted to a dimension of seconds before employment in the mass-
conservation equation.

B.2.1 Algae

Algae, which occupy a central role in the model (Figure B-1), are grouped into three model state
variables: cyanobacteria (blue-green algae), diatoms, and green algae. The subscript, X, is used to
denote four algal groups: ¢ for cyanobacteria, d for diatoms, g for green algae, and m for
macroalgae. Sources and sinks included in the model are:

Growth (production)
Basal metabolism
Predation

Settling

External loads

Equations describing these processes are largely the same for the four algal groups with
differences in the values of parameters in the equations. The kinetic equation describing these
processes is:

0 0
i:(Px_BMx_PRx)Bx+_(WngBx)+
ot Oz

WB.
v (B.5)

B, = algal biomass of algal group x (g C m™)

¢t = time (day)

P, = production rate of algal group x (day™)

BM, = basal metabolism rate of algal group x (day™)

PR, = predation rate of algal group x (day™)

WS, = settling velocity of algal group x (m day™)

WB, = external loads of algal group x (g C day™)

¥ = cell volume (m°).
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Production (Algal Growth)

Algal growth depends on nutrient availability, ambient light, and temperature. The effects of
these processes are considered to be multiplicative:

P.=PM.gf (Nef,(D)gf(T) (B.6)

PM, = maximum growth rate under optimal conditions for algal group x (day™)
f1(N) = effect of suboptimal nutrient concentration (0 # f; # 1)

f>(1) = effect of suboptimal light intensity (0 # /> # 1)

f3(T) = effect of suboptimal temperature (0 # f; # 1).

The freshwater cyanobacteria may undergo rapid mortality in salt water, e.g., freshwater
organisms in the Potomac River (Thomann et al. 1985). For the freshwater organisms, the

increased mortality may be included in the model by retaining the salinity toxicity term in the
growth equation for cyanobacteria:

P.=PM.gf (Nef(Dgf(Def () (B.7)
f4(S) = effect of salinity on cyanobacteria growth (0 # f4 # 1).
Activation of the salinity toxicity term, f (S), is an option in the source code.

Effect of Nutrients on Algal Growth

Using Liebig's "law of the minimum" (Odum 1971) that growth is determined by the nutrient in
least supply, the nutrient limitation for growth of cyanobacteria and green algae is expressed as:

NH4 + NO3 PO4d
(B.8)

f (N)= minimum ( ,
KHN,+NH4+ NO3 KHP.+ PO4d

NH4 = ammonium nitrogen concentration (g N m™)

NO3 = nitrate nitrogen concentration (g N m™)

KHN, = half-saturation constant for nitrogen uptake for algal group x (g N m™)

PO4d = dissolved phosphate phosphorus concentration (g P m™)

KHP; = half-saturation constant for phosphorus uptake for algal group x (g P m™).

Some cyanobacteria (e.g., Anabaena) can fix nitrogen from atmosphere and thus are not limited
by nitrogen. Hence, equation B.8 is not applicable to the growth of nitrogen fixers.
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Since diatoms require silica as well as nitrogen and phosphorus for growth, the nutrient
limitation for diatoms is expressed as:

. NH4+ NO3 PO4d SAd
f (N) = minimum , , (B.9)
KHN,+NH4+NO3 KHP,+PO4d KHS + SAd
SAd = concentration of dissolved available silica (g Si m>)
KHS = half-saturation constant for silica uptake for diatoms (g Si m™).
Effect of Light on Algal Growth
The daily and vertically integrated form of Steele's equation is:
2.718gFD , _ _
N=———— (e “—e ¥ B.10
/A0 Kess gAz (e ¢ ) ( )
1,
=——= oexp(—Kess [ H;+Az
= g1 p( [Hr+Az]) (B.11)
0 (B.12)
=——"——gexp (—Kess
= ) p( gHr)

FD = fractional daylength (0 # FD # 1)

Kess = total light extinction coefficient (m™)

Az = layer thickness (m)

I, = daily total light intensity at water surface (langleys day™)
(I,), = optimal light intensity for algal group x (langleys day™)
Hp = depth from the free surface to the top of the layer (m).

Light extinction in the water column consists of three fractions in the model: a background value
dependent on water color, extinction due to suspended particles, and extinction due to light
absorption by ambient chlorophyll:

Kess = Ke,+ Kes@'SS + Kecw 8 Z ( 2
veodg CChl

) (B.13)
Ke;, = background light extinction (m™)

Kerss = light extinction coefficient for total suspended solid (m™ per g m™)

7SS = total suspended solid concentration (g m™) provided from the hydrodynamic model
Kecy,; = light extinction coefficient for chlorophyll 'a' (m™ per mg Chl m™)

CChl, = carbon-to-chlorophyll ratio in algal group x (g C per mg Chl).
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For a model application that does not simulate 7SS, the Kezss term may be set to zero and Ke,,
may be estimated to include light extinction due to suspended solid.

Optimal light intensity (/;) for photosynthesis depends on algal taxonomy, duration of exposure,
temperature, nutritional status, and previous acclimation. Variations in /; are largely due to
adaptations by algae intended to maximize production in a variable environment. Steel (1962)
noted the result of adaptations is that optimal intensity is a consistent fraction (approximately 50
percent) of daily intensity. Kremer and Nixon (1978) reported an analogous finding that
maximum algal growth occurs at a constant depth (approximately 1 m) in the water column.
Their approach is adopted so that optimal intensity is expressed as:

(1), = maximum {(]o)avg ge—Kessg/Dapz)X , (]S)mm} (B.14)

(Dopy)x = depth of maximum algal growth for algal group x (m)
(1,)ave = adjusted surface light intensity (langleys day™).

A minimum, (Zy)min, in equation B.14 is specified so that algae do not thrive at extremely low
light levels. The time required for algae to adapt to changes in light intensity is recognized by
estimating (), based on a time-weighted average of daily light intensity:

(Io)avg :Claglo+C[bgll+CIchZ (BIS)

I, = daily light intensity 1 day preceding model day (langleys day™)
[, = daily light intensity 2 days preceding model day (langleys day™)
Cl,, CI,, CI. = weighting factors for /j, /; and I, respectively: CI, + Cl, + CI. = 1.

Effect of Temperature on Algal Growth

A Gaussian probability curve is used to represent temperature dependency of algal growth:

fAD=exp(-KTG1.[T-TM.]")  if T<TM,

(B.16)
=exp(-KTG2,[TM.~T]’)  if T>TM.,

T = temperature (EC) provided from the hydrodynamic model

TM, = optimal temperature for algal growth for algal group x (EC)

KTGI, = effect of temperature below TM, on growth for algal group x (EC™)

KTG2, = effect of temperature above 7M, on growth for algal group x (EC).
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Effect of Salinity on Growth of Freshwater Cyanobacteria

The growth of freshwater cyanobacteria in salt water is limited by:

STOX’

S)=—————
S STOX’ +§°

(B.17)

STOX = salinity at which Microcystis growth is halved (ppt)
S = salinity in water column (ppt) provided from the hydrodynamic model.

Algal Basal Metabolism

Algal biomass in the present model decreases through basal metabolism (respiration and
excretion) and predation. Basal metabolism in the present model is the sum of all internal
processes that decrease algal biomass and consists of two parts; respiration and excretion. In
basal metabolism, algal matter (carbon, nitrogen, phosphorus, and silica) is returned to organic
and inorganic pools in the environment, mainly to dissolved organic and inorganic matter.
Respiration, which may be viewed as a reversal of production, consumes dissolved oxygen.
Basal metabolism is considered to be an exponentially increasing function of temperature:

BM .= BMR.gexp (KTB. [T —TR.]) (B.18)

BMR, = basal metabolism rate at TR, for algal group x (day™)
KTB, = effect of temperature on metabolism for algal group x (EC™")
TR, = reference temperature for basal metabolism for algal group x (EC).

Algal Predation
The present model does not include zooplankton. Instead, a constant rate is specified for algal

predation, which implicitly assumes zooplankton biomass is a constant fraction of algal biomass.
An equation similar to that for basal metabolism (equation B.18) is used for predation:

PR.= PRR.geXp (KTB:[T ~TR.]) (B.19)
PRR, = predation rate at TR, for algal group x (day™).
The difference between predation and basal metabolism lies in the distribution of the end
products of the two processes. In predation, algal matter (carbon, nitrogen, phosphorus, and
silica) is returned to organic and inorganic pools in the environment, mainly to particulate
organic matter.
Algal Settling
Settling velocities for four algal groups, WS., WSas, WSg, and WS,, are specified as an input.

Seasonal variations in settling velocity of diatoms can be accounted for by specifying time-
varying WS,.
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B.2.2 Organic Carbon

The present model has three state variables for organic carbon: refractory particulate, labile
particulate, and dissolved.

Particulate Organic Carbon

Labile and refractory distinctions are based on the time scale of decomposition. Labile
particulate organic carbon with a decomposition time scale of days to weeks decomposes rapidly
in the water column or in the sediments. Refractory particulate organic carbon with a longer-
than-weeks decomposition time scale decomposes slowly, primarily in the sediments, and may
contribute to sediment oxygen demand years after decomposition. For labile and refractory
particulate organic carbon, sources and sinks included in the model are (Figure B-1):

Algal predation

Dissolution to dissolved organic carbon
Settling

External loads.

The governing equations for refractory and labile particulate organic carbons are:

0 RPOC 0 WRPOC
&~ 2 FCRPSPR.&B.~ KuwocgRPOC +— (WS gRPOC)+ (B.20)
x=c,d,gm
0 LPOC 0 WLPOC
o = z FCLPgPRngx_KLPOCgLPOC+5(WSLP gLPOC)+ (B.21)

x=c,d,gm

RPOC = concentration of refractory particulate organic carbon (g C m™)

LPOC = concentration of labile particulate organic carbon (g C m™)

FCRP = fraction of predated carbon produced as refractory particulate organic carbon
FCLP = fraction of predated carbon produced as labile particulate organic carbon
Kzpoc = dissolution rate of refractory particulate organic carbon (day™)

K poc = dissolution rate of labile particulate organic carbon (day™)

WSgp = settling velocity of refractory particulate organic matter (m day™)

WS, p = settling velocity of labile particulate organic matter (m day™)

WRPOC = external loads of refractory particulate organic carbon (g C day™)

WLPOC = external loads of labile particulate organic carbon (g C day™).

Dissolved Organic Carbon
Sources and sinks for dissolved organic carbon included in the model are (Figure B-1):

e Algal excretion (exudation) and predation
¢ Dissolution from refractory and labile particulate organic carbon
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e Heterotrophic respiration of dissolved organic carbon (decomposition)
e Denitrification
e External loads

The kinetic equation describing these processes is:

KHR.
KHR,+DO

0 DOC
>

” HFCDX +(1-FCD,)

} EBM . T FCDPgPRx]gBX
x=cd,gm
(B.22)

DOC = concentration of dissolved organic carbon (g C m™)

FCD, = fraction of basal metabolism exuded as dissolved organic carbon at infinite dissolved
oxygen concentration for algal group x

KHR, = half-saturation constant of dissolved oxygen for algal dissolved organic carbon
excretion for group x (g O, m™)

DO = dissolved oxygen concentration (g O, m™)

FCDP = fraction of predated carbon produced as dissolved organic carbon

Kpr = heterotrophic respiration rate of dissolved organic carbon (day'l)

Denit = denitrification rate (day™) given in equation B.34

WDOC = external loads of dissolved organic carbon (g C day™).

The remainder of this section explains each term in equations B.20 to B.22.
Effect of Algae on Organic Carbon

The terms within summation (3) in equations B.20 to B.22 account for the effects of algae on
organic carbon through basal metabolism and predation.

Basal Metabolism.

Basal metabolism, consisting of respiration and excretion, returns algal matter (carbon, nitrogen,
phosphorus, and silica) back to the environment. Loss of algal biomass through basal metabolism
is (Eq. C.18):

o
% = —BM .&B. (B.23)

which indicates that the total loss of algal biomass due to basal metabolism is independent of
ambient dissolved oxygen concentration. In this model, it is assumed that the distribution of total
loss between respiration and excretion is constant as long as there is sufficient dissolved oxygen
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for algae to respire. Under that condition, the losses by respiration and excretion may be written
as:

(1- FCD.)gBM .gB, due to respiration (B.24)

FCD.gBM .gB. due to excretion (B.25)

where F'CD, is a constant of value between 0 and 1. Algae cannot respire in the absence of
oxygen, however. Although the total loss of algal biomass due to basal metabolism is oxygen-
independent (equation B.23), the distribution of total loss between respiration and excretion is
oxygen-dependent. When oxygen level is high, respiration is a large fraction of the total. As
dissolved oxygen becomes scarce, excretion becomes dominant. Thus, equation B.24 represents
the loss by respiration only at high oxygen levels. In general, equation B.24 can be decomposed
into two fractions as a function of dissolved oxygen availability:

(I-FCD )D—O BM .gB. due to respiration B.26
" KHR,+DO "7 P (B-26)
KHR .
1-FCD,)—————— BM .gB, due to excretion ‘
(I-FCD.) TR+ DO gB, (B.27)

Equation B.26 represents the loss of algal biomass by respiration, and equation B.27 represents
additional excretion due to insufficient dissolved oxygen concentration. The parameter KHR,,
which is defined as the half-saturation constant of dissolved oxygen for algal dissolved organic
carbon excretion in equation B.22, can also be defined as the half-saturation constant of
dissolved oxygen for algal respiration in equation B.26.

Combining equations B.25 and B.27, the total loss due to excretion is:

KHR,

—_— 2B, B.28
KHRXJFDO]BMgB (B.28)

(FCDx +(1-FCD.)

Equations B.26 and B.28 combine to give the total loss of algal biomass due to basal
metabolism, BM,AB, (equation B.23). The definition of FCD, in equation B.22 becomes
apparent in equation B.28 (i.e., fraction of basal metabolism exuded as dissolved organic carbon
at infinite dissolved oxygen concentration). At zero oxygen level, 100 percent of total loss due to
basal metabolism is by excretion regardless of FCD,. The end carbon product of respiration is
primarily carbon dioxide, an inorganic form not considered in the present model, while the end
carbon product of excretion is primarily dissolved organic carbon. Therefore, equation B.28, that
appears in equation B.22, represents the contribution of excretion to dissolved organic carbon,
and there is no source term for particulate organic carbon from algal basal metabolism in
equations B.20 and B.21.
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Predation.

Algae produce organic carbon through the effects of predation. Zooplankton take up and
redistribute algal carbon through grazing, assimilation, respiration, and excretion. Since
zooplankton are not included in the model, routing of algal carbon through zooplankton
predation is simulated by empirical distribution coefficients in equations B.20 to B.22; FCRP,
FCLP, and FCDP. The sum of these three predation fractions should be unity.

Heterotrophic Respiration and Dissolution

The second term on the RHS of Equations B.20 and B.21 represents dissolution of particulate to
dissolved organic carbon and the third term in the second line of equation B.22 represents
heterotrophic respiration of dissolved organic carbon. The oxic heterotrophic respiration is a
function of dissolved oxygen: the lower the dissolved oxygen, the smaller the respiration term
becomes. Heterotrophic respiration rate, therefore, is expressed using a Monod function of
dissolved oxygen:

_ DO
KHOR po + DO

K mr

K poc (B.29)

KHORpo = oxic respiration half-saturation constant for dissolved oxygen (g O, m™)
Kpoc =heterotrophic respiration rate of dissolved organic carbon at infinite dissolved oxygen
concentration (day™).

Dissolution and heterotrophic respiration rates depend on the availability of carbonaceous
substrate and on heterotrophic activity. Algae produce labile carbon that fuels heterotrophic
activity: dissolution and heterotrophic respiration do not require the presence of algae though,
and may be fueled entirely by external carbon inputs. In the model, algal biomass, as a surrogate
for heterotrophic activity, is incorporated into formulations of dissolution and heterotrophic
respiration rates. Formulations of these rates require specification of algal-dependent and algal-
independent rates:

K rroc = [KRC T K realg Z Bx] exp(KTHDR (T ~TRpr )) (B.30)
x=c,d,g

Kiroc= (KLC *+ K rcalg Z Bx] eXp(KTHDR (T —TRpp )) (B.31)
x=c,d,g

K poc= (KDC T K peaig z Bx] eXp(KTHDR (T —TRypp )) (B.32)
x=cd,g
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Kzce = minimum dissolution rate of refractory particulate organic carbon (day™)

K¢ = minimum dissolution rate of labile particulate organic carbon (day™)

Kpc = minimum respiration rate of dissolved organic carbon (day™)

Krcaig, Kicalg = constants that relate dissolution of refractory and labile particulate organic
carbon, respectively, to algal biomass (day™ per g C m™)

Kpcuig = constant that relates respiration to algal biomass (day™ per g C m™)

KTppr = effect of temperature on hydrolysis of particulate organic matter (EC™")

TRypr = reference temperature for hydrolysis of particulate organic matter (EC)

KTy = effect of temperature on mineralization of dissolved organic matter (EC™)

TRy1 = reference temperature for mineralization of dissolved organic matter (EC).

Equations B.30 to B.32 have exponential functions that relate rates to temperature.

In the present model, the term "hydrolysis" is defined as the process by which particulate organic
matter is converted to dissolved organic form, and thus includes both dissolution of particulate
carbon and hydrolysis of particulate phosphorus and nitrogen. Therefore, the parameters, K7ypr
and TRpypg, are also used for the temperature effects on hydrolysis of particulate phosphorus
(equations B.28 and B.29) and nitrogen (equations B.53 and B.54). The term "mineralization" is
defined as the process by which dissolved organic matter is converted to dissolved inorganic
form, and thus includes both heterotrophic respiration of dissolved organic carbon and
mineralization of dissolved organic phosphorus and nitrogen. Therefore, the parameters, K7z
and TRy, are also used for the temperature effects on mineralization of dissolved phosphorus
(equation B.45) and nitrogen (equation B.55).

Effect of Denitrification on Dissolved Organic Carbon

As oxygen is depleted from natural systems, organic matter is oxidized by the reduction of
alternate electron acceptors. Thermodynamically, the first alternate acceptor reduced in the
absence of oxygen is nitrate. The reduction of nitrate by a large number of heterotrophic
anaerobes is referred to as denitrification, and the stoichiometry of this reaction is (Stumm and
Morgan 1981):

4NO; *4H +5CHO = 2N,+7 HO+5CO; (B.33)

The last term in equation B.22 accounts for the effect of denitrification on dissolved organic
carbon. The kinetics of denitrification in the model are first-order:

KHOR po NO3
KHORpo+ DO KHDN y+ NO3

Denit =

AANOX &K poc (B.34)

KHDNy = denitrification half-saturation constant for nitrate (g N m™)
AANOX = ratio of denitrification rate to oxic dissolved organic carbon respiration rate.

In equation B.34, the dissolved organic carbon respiration rate, Kpoc, is modified so that
significant decomposition via denitrification occurs only when nitrate is freely available and
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dissolved oxygen is depleted. The ratio, A4NOX, makes the anoxic respiration slower than oxic
respiration. Note that Kpoc, defined in equation B.32, includes the temperature effect on
denitrification.

B.2.3 Phosphorus

The present model has four state variables for phosphorus: three organic forms (refractory
particulate, labile particulate, and dissolved) and one inorganic form (total phosphate).

Particulate Organic Phosphorus

For refractory and labile particulate organic phosphorus, sources and sinks included in the model
are (Figure B-1):

Algal basal metabolism and predation
Dissolution to dissolved organic phosphorus
Settling

External loads.

The kinetic equations for refractory and labile particulate organic phosphorus are:

0 RPOP
— > (FPR.BM .+ FPRPgPR.) APCEB.~ K rpopr@RPOP
e ) WRPOP (B.35)
+— (WS rp gRPOP) + ———
oz
o LPOP
= Y (FPL.8BM .+ FPLPgPR,) APC¢B.~ K ,p0pgL.POP
at x=c,d,gm
0 WLPOP (B.36)
+ % (WS 1» gLPOP) +

RPOP = concentration of refractory particulate organic phosphorus (g P m™)

LPOP = concentration of labile particulate organic phosphorus (g P m™)

FPR, =fraction of metabolized phosphorus by algal group x produced as refractory particulate
organic phosphorus

FPL, =fraction of metabolized phosphorus by algal group x produced as labile particulate
organic phosphorus

FPRP = fraction of predated phosphorus produced as refractory particulate organic phosphorus

FPLP = fraction of predated phosphorus produced as labile particulate organic phosphorus

APC = mean algal phosphorus-to-carbon ratio for all algal groups (g P per g C)

Krpop = hydrolysis rate of refractory particulate organic phosphorus (day™)

Kipop = hydrolysis rate of labile particulate organic phosphorus (day™)

WRPOP = external loads of refractory particulate organic phosphorus (g P day™)

WLPOP = external loads of labile particulate organic phosphorus (g P day™).
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Dissolved Organic Phosphorus
Sources and sinks for dissolved organic phosphorus included in the model are (Figure B-1):

Algal basal metabolism and predation

Dissolution from refractory and labile particulate organic phosphorus
Mineralization to phosphate phosphorus

External loads.

The kinetic equation describing these processes is:

0 DOP _
o

Y. (FPD.gBM .+ FPDPgPR.) APCgB,

x=c,d,gm

(B.37)
WDOP

+ K reop@RPOP + K 1 pop@.POP — K popgDOP +

DOP = concentration of dissolved organic phosphorus (g P m™)

FPD, = fraction of metabolized phosphorus by algal group x produced as dissolved organic
phosphorus

FPDP = fraction of predated phosphorus produced as dissolved organic phosphorus

Kpop = mineralization rate of dissolved organic phosphorus (day™)

WDOP = external loads of dissolved organic phosphorus (g P day™).

Total Phosphate

For total phosphate that includes both dissolved and sorbed phosphate, sources and sinks
included in the model are (Figure B-1):

Algal basal metabolism, predation, and uptake

Mineralization from dissolved organic phosphorus

Settling of sorbed phosphate

Sediment-water exchange of dissolved phosphate for the bottom layer only
External loads

The kinetic equation describing these processes is:

0 POA4t
P > (FPI.8BM .+ FPIPgPR,— P,) APCgB .+ K pop@DOP
x=c,d,gm
(B.38)
0 BFPO4d WPO4t
+ g (WS 1ss gPO4p) + + 7
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PO4t = total phosphate (g P m™) = PO4d + PO4p

PO4d = dissolved phosphate (g P m™)

PO4p = particulate (sorbed) phosphate (g P m™)

FPI, = fraction of metabolized phosphorus by algal group x produced as inorganic phosphorus
FPIP = fraction of predated phosphorus produced as inorganic phosphorus

WSrss= settling velocity of suspended solid (m day™), provided by the hydrodynamic model
BFPO4d = sediment-water exchange flux of phosphate (g P m™ day™), applied to the bottom
layer only

WPO4t = external loads of total phosphate (g P day™).

In equation B.38, if total active metal is chosen as a measure of sorption site, the settling velocity
of total suspended solid, WSyss, 1s replaced by that of particulate metal, WS;. The remainder of
this section explains each term in equations B.35 to B.38, except BFPO4d (benthic flux of
dissolved orthophosphate).

Total Phosphate System

Suspended and bottom sediment particles (clay, silt, and metal hydroxides) adsorb and desorb
phosphate in river and estuarine waters. This adsorption-desorption process has been suggested
to buffer phosphate concentration in water column and to enhance the transport of phosphate
away from its external sources (Carritt and Goodgal 1954, Froelich 1988). To ease the
computational complication due to the adsorption-desorption of phosphate, dissolved and sorbed
phosphate are treated and transported as a single state variable. Therefore, the model phosphate
state variable, total phosphate, is defined as the sum of dissolved and sorbed phosphate (equation
B.39), and the concentrations for each fraction are determined by equilibrium partitioning of
their sum.

In CE-QUAL-ICM, sorption of phosphate to particulate species of metals including iron and
manganese was considered based on a phenomenon observed in the monitoring data from the
mainstem of the Chesapeake Bay: phosphate was rapidly depleted from anoxic bottom waters
during the autumn reaeration event (Cerco and Cole 1994). Their hypothesis was that reaeration
of bottom waters caused dissolved iron and manganese to precipitate, and phosphate sorbed to
newly formed metal particles and rapidly settled to the bottom. One state variable, total active
metal, in CE-QUAL-ICM was defined as the sum of all metals that act as sorption sites, and the
total active metal was partitioned into particulate and dissolved fractions via an equilibrium
partitioning coefficient. Then phosphate was assumed to sorb to only the particulate fraction of
the total active metal.

In the treatment of phosphate sorption in CE-QUAL-ICM, the particulate fraction of metal
hydroxides was emphasized as a sorption site in bottom waters under anoxic conditions.
Phosphorus is a highly particle-reactive element, and phosphate in solution reacts quickly with a
wide variety of surfaces, being taken up by and released from particles (Froelich 1988). The
present model has two options, total suspended solid and total active metal, as a measure of a
sorption site for phosphate, and dissolved and sorbed fractions are determined by equilibrium
partitioning of their sum as a function of total suspended solid or total active metal
concentration:
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PO4p=—Kro®PISS  poy o posp=_Keo®?dAMP_
1+ KP04pgTSS ]+ KP04pgTAMp
B.
PO4d = ! PO4t or PO4d = ! POt (B.39)
1+ K podpgl'SS 1+ K podplAMp
= PO4t — PO4p (B.40)

Kpodp = empirical coefficient relating phosphate sorption to total suspended solid (per g m™) or
particulate total active metal (per mol m™) concentration
TAMp = particulate total active metal (mol m™).

Dividing equation B.39 by equation B.40 gives:

K 4 :@L or K 4 :@; B.41
P pO4d TSS P pO4d TAMp (B.41)

where the meaning of Kpo4p becomes apparent, i.e., the ratio of sorbed to dissolved phosphate
per unit concentration of total suspended solid or particulate total active metal (i.e., per unit
sorption site available).

Algal Phosphorus-to-Carbon Ratio (APC)

Algal biomass is quantified in units of carbon per volume of water. In order to express the effects
of algal biomass on phosphorus and nitrogen, the ratios of phosphorus-to-carbon and nitrogen-to-
carbon in algal biomass must be specified. Although global mean values of these ratios are well
known (Redfield et al. 1963), algal composition varies especially as a function of nutrient
availability. As phosphorus and nitrogen become scarce, algae adjust their composition so that
smaller quantities of these vital nutrients are required to produce carbonaceous biomass (DiToro
1980, Parsons et al. 1984). Examining the field data from the surface of upper Chesapeake Bay,
Cerco and Cole (1993) showed that the variation of nitrogen-to-carbon stoichiometry was small
and thus used a constant algal nitrogen-to-carbon ratio, ANC,. Large variations, however, were
observed for algal phosphorus-to-carbon ratio indicating the adaptation of algae to ambient
phosphorus concentration (Cerco and Cole 1993): algal phosphorus content is high when
ambient phosphorus is abundant and is low when ambient phosphorus is scarce. Thus, a variable
algal phosphorus-to-carbon ratio, APC, is used in model formulation. A mean ratio for all algal
groups, APC, is described by an empirical approximation to the trend observed in field data
(Cerco and Cole 1994):

APC=(CP yul + CP yn2 £XD [~CP 1, 38PO4d] )’ (B.42)
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CP,»I = minimum carbon-to-phosphorus ratio (g C per g P)
CP,.»2 = difference between minimum and maximum carbon-to-phosphorus ratio (g C per g P)
CP,»3 = effect of dissolved phosphate concentration on carbon-to-phosphorus ratio (per g P m>).

Effect of Algae on Phosphorus

The terms within summation in equations B.35 to B.38 account for the effects of algae on
phosphorus. Both basal metabolism (respiration and excretion) and predation are considered,
and thus formulated, to contribute to organic and phosphate phosphorus. That is, the total loss by
basal metabolism (BM,AB, in equation B.5) is distributed using distribution coefficients (FPR,,
FPL,, FPD, and FPI,). The total loss by predation (PRABy in equation B.5), is also distributed
using distribution coefficients (FPRP, FPLP, FPDP, and FPIP). The sum of four distribution
coefficients for basal metabolism should be unity, and so is that for predation. Algae take up
dissolved phosphate for growth, and algae uptake of phosphate is represented by (- 3
P.AAPCAB,) in equation B.38.

Mineralization and Hydrolysis

The third term on the RHS of equations B.35 and B.36 represents hydrolysis of particulate
organic phosphorus and the last term in equation B.7 represents mineralization of dissolved
organic phosphorus. Mineralization of organic phosphorus is mediated by the release of
nucleotidase and phosphatase enzymes by bacteria (Chrost and Overbek 1987) and algae (Boni
et al. 1989). Since the algae themselves release the enzymes and bacterial abundance is related to
algal biomass, the rate of organic phosphorus mineralization is related to algal biomass in model
formulation. Another mechanism included in model

formulation is that algae stimulate production of an enzyme that mineralizes organic phosphorus
to phosphate when phosphate is scarce (Chrost and Overbek 1987, Boni et al. 1989). The
formulations for hydrolysis and mineralization rates including these processes are:

KHP
K rror= [KRP +m K rpaig x%ngj eXp(KTHDR (T —TRpp )) (B.43)
KHP
= + . lexp(KT,,,, (T —TR )
K rrop (KLP KHP + PO1d K 1paig x;gB j XP( i ( HDR)) (B.44)
KHP
K por= [KDP -I—m KDPalg x—%},ngj eXp(KTHDR (T - TRHDR )) (B45)

Kzp = minimum hydrolysis rate of refractory particulate organic phosphorus (day™)
K;p = minimum hydrolysis rate of labile particulate organic phosphorus (day™)
Kpp = minimum mineralization rate of dissolved organic phosphorus (day™)
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Krpaig, Kipaig = constants that relate hydrolysis of refractory and labile particulate organic
phosphorus, respectively, to algal biomass (day™ per g C m™)

Kppraig = constant that relates mineralization to algal biomass (day™ per g C m™)

KHP = mean half-saturation constant for algal phosphorus uptake (g P m™)

:i

3 2 KHP: (B.46)

x=c¢dg

When phosphate is abundant relative to KHP, the rates become close to the minimum values
with little influence from algal biomass. When phosphate becomes scarce relative to KHP, the
rates increase with the magnitude of increase depending on algal biomass. Equations B.43 to
B.45 have exponential functions that relate rates to temperature.

B.2.4 Nitrogen

The present model has five state variables for nitrogen: three organic forms (refractory
particulate, labile particulate, and dissolved) and two inorganic forms (ammonium and nitrate).
The nitrate state variable in the model represents the sum of nitrate and nitrite.

Particulate Organic Nitrogen

For refractory and labile particulate organic nitrogen, sources and sinks included in the model are
(Figure B-1):

e Algal basal metabolism and predation

e Dissolution to dissolved organic nitrogen
e Settling

e External loads

The kinetic equations for refractory and labile particulate organic nitrogen are:

& RPON
— > (FNR.2BM .+ FNRPEPR,) ANC gB~ K rrongRPON
o 0 WRPON (B.47)
+— (WS rp gRPON) + ————
Oz
& LPON
———= > (FNL.8BM .+ FNLPZPR,) ANC.2B.~ K 1rong.PON
at x=c,d,gm
0 WLPON (B.48)
(W81 gLPON) +—"—

RPON = concentration of refractory particulate organic nitrogen (g N m™)
LPON = concentration of labile particulate organic nitrogen (g N m™)
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FNR, = fraction metabolized nitrogen by algal group x as refractory particulate organic nitrogen

FNL, = fraction of metabolized nitrogen by algal group x produced as labile particulate organic
nitrogen

FNRP = fraction of predated nitrogen produced as refractory particulate organic nitrogen

FNLP = fraction of predated nitrogen produced as labile particulate organic nitrogen

ANC, = nitrogen-to-carbon ratio in algal group x (g N per g C)

Kzpoy = hydrolysis rate of refractory particulate organic nitrogen (day™)

K poy = hydrolysis rate of labile particulate organic nitrogen (day™)

WRPON = external loads of refractory particulate organic nitrogen (g N day™)

WLPON = external loads of labile particulate organic nitrogen (g N day™)

Dissolved Organic Nitrogen
Sources and sinks for dissolved organic nitrogen included in the model are (Figure B-1):

Algal basal metabolism and predation

Dissolution from refractory and labile particulate organic nitrogen
Mineralization to ammonium

External loads.

The kinetic equation describing these processes is:

0 DON _
o

Y. (FND.gBM .+ FNDPgPR.) ANC £B.

x=c,d,gm

(B.49)
WDON

+ K reon8RPON + K 1 pongLPON — K poygDON +

DON = concentration of dissolved organic nitrogen (g N m™)

FND, = fraction of metabolized nitrogen by algal group x produced as dissolved organic
nitrogen

FNDP = fraction of predated nitrogen produced as dissolved organic nitrogen

Kpon = mineralization rate of dissolved organic nitrogen (day™)

WDON = external loads of dissolved organic nitrogen (g N day™).

Ammonium Nitrogen
Sources and sinks for ammonia nitrogen included in the model are (Figure B-1):

Algal basal metabolism, predation, and uptake
Mineralization from dissolved organic nitrogen
Nitrification to nitrate

Sediment-water exchange for the bottom layer only
External loads
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The kinetic equation describing these processes is:

0 NH4
P > (FNI.gBM .+ FNIPgPR,— PN .gP.) ANC .88+ K pox@PON
o BFNH4 WNH4 (B.50)
— NitgNH4 + +—

FNI, = fraction of metabolized nitrogen by algal group x produced as inorganic nitrogen
FNIP = fraction of predated nitrogen produced as inorganic nitrogen

PN, = preference for ammonium uptake by algal group x (0 # PN, # 1)

Nit = nitrification rate (day™) given in equation B.58

BFNH4 = sediment-water exchange flux of ammonium (g N m™ day™), applied to the bottom
layer only

WNH4 = external loads of ammonium (g N day™)

Nitrate Nitrogen
Sources and sinks for nitrate nitrogen included in the model are (Figure B-1):

Algal uptake

Nitrification from ammonium

Denitrification to nitrogen gas

Sediment-water exchange for the bottom layer only
External loads

The kinetic equation describing these processes is:

0 ];tO.? _ Z (I- PN.) P.gANC.&B. + NitgNH4 — ANDC gDenitgDOC
x=c,d,gm (BS 1)
BFNO3 WNO3
+ +
Az V

ANDC = mass of nitrate nitrogen reduced per mass of dissolved organic carbon oxidized (0.933
g N per g C from equation B.33)

BFNO3 = sediment-water exchange flux of nitrate (g N m™ day™), applied to the bottom layer
only

WNO3 = external loads of nitrate (g N day™)

The remainder of this section explains each term in equations B.47 to B.51, except BFNH4 and
BFNO3 which are described in Chapter 5.
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Effect of Algae on Nitrogen

The terms within summation in equations B.47 to B.51 account for the effects of algae on
nitrogen. As in phosphorus, both basal metabolism (respiration and excretion) and predation are
considered, and thus formulated, to contribute to organic and ammonium nitrogen. That is, algal
nitrogen released by both basal metabolism and predation are represented by distribution
coefficients (FNR,, FNL,, FND,, FNI,, FNRP, FNLP, FNDP, and FNIP). The sum of four
distribution coefficients for basal metabolism should be unity; the sum of the predation
distribution coefficients should also be unity.

Algae take up ammonium and nitrate for growth, and ammonium is preferred from
thermodynamic considerations. The preference of algae for ammonium is expressed as:

PN, = NH4 NO3 + NH4 RAN. (B.52)

(KHN .+ NH4)(KHN,+ NO3) (NH4+ NO3)(KHN .+ NO3)
This equation forces the preference for ammonium to be unity when nitrate is absent, and to be
zero when ammonium is absent.

Mineralization and Hydrolysis

The third term on the RHS of equations B.47 and B.48 represents hydrolysis of particulate
organic nitrogen and the last term in equation B.49 represents mineralization of dissolved
organic nitrogen. Including a mechanism for accelerated hydrolysis and mineralization during
nutrient-limited conditions, the formulations for these processes are:

KHN
K rpov = [KRN+ KEN + NHA+ NO3 K rvaig X%ng]eXp(KTHDR (T_TRHDR)) (B.53)
KHN
= + ) . KT, . (T-TR .
K rron [KLN KEN + NHA+ NO3 K 1Naig x;gB ]exp( HDR( DR )) (B 54)
KHN
= + . KT, T—-TR
K pow (KDN KEN + NH4+ NO3 K pwaig x%gB,]eXp( HDR( HDR )) (B.55)

Kzy = minimum hydrolysis rate of refractory particulate organic nitrogen (day™)

Ky = minimum hydrolysis rate of labile particulate organic nitrogen (day™)

Kpy = minimum mineralization rate of dissolved organic nitrogen (day™)

Krnaigy KiNaig = constants that relate hydrolysis of refractory and labile particulate organic
nitrogen, respectively, to algal biomass (day™ per g C m™)
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Kpnaig = constant that relates mineralization to algal biomass (day™ per g C m™)
KHN = mean half-saturation constant for algal nitrogen uptake (g N m™)

:i

F > KHN. (B.56)

x=cdg

Equations B.53 to B.55 have exponential functions that relate rates to temperature.
Nitrification

Nitrification is a process mediated by autotrophic nitrifying bacteria that obtain energy through
the oxidation of ammonium to nitrite and of nitrite to nitrate. The stoichiometry of complete
reaction is (Bowie et al. 1985):

NH, +20, > NO; THO+2H" (B.57)

The first term in the second line of equation B.50 and its corresponding term in equation B.51
represent the effect of nitrification on ammonium and nitrate, respectively. The kinetics of
complete nitrification process are formulated as a function of available ammonium, dissolved
oxygen and temperature:

. DO NH4
Nit = Nitn8f yi(T) (B.58)
KHNitpo+ DO KHNity+ NH4

fyi(T)=exp (—KNitl [T —TNit]’) if T <TNit

. L . . (B.59)
=exp (—KNit2 [TNit—-T]") if T>TNit

KHNitpo = nitrification half-saturation constant for dissolved oxygen (g O, m™)

KHNity = nitrification half-saturation constant for ammonium (g N m™)

Nit,, = maximum nitrification rate at 7Nit (g N m> day'l)

T'Nit = optimum temperature for nitrification (EC)

KNitl = effect of temperature below TNif on nitrification rate (EC?)

KNit2 = effect of temperature above 7TNif on nitrification rate (EC?)

The Monod function of dissolved oxygen in equation B.58 indicates the inhibition of nitrification
at low oxygen level. The Monod function of ammonium indicates that when ammonium is
abundant, the nitrification rate is limited by the availability of nitrifying bacteria. The effect of
suboptimal temperature is represented using Gaussian form.

Denitrification

The effect of denitrification on dissolved organic carbon was described in Section 5.4.5.
Denitrification removes nitrate from the system in stoichiometric proportion to carbon removal
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as determined by equation B.33. The last term in the first line of equation B.51 represents this
removal of nitrate.

B.2.5 Silica

The present model has two state variables for silica: particulate biogenic silica and available
silica.

Particulate Biogenic Silica
Sources and sinks for particulate biogenic silica included in the model are (Figure B-1):

e Diatom basal metabolism and predation
e Dissolution to available silica

e Settling

e External loads

The kinetic equation describing these processes is:

oSU 0 wsuU
TZ(FSPngMd"'FSPPgPRd) ASCngd_KSUAggU+a(WSd gSu) +7 (B.60)

SU = concentration of particulate biogenic silica (g Si m™)

FSP, = fraction of metabolized silica by diatoms produced as particulate biogenic silica
FSPP = fraction of predated diatom silica produced as particulate biogenic silica

ASC, = silica-to-carbon ratio of diatoms (g Si per g C)

Ksu4 = dissolution rate of particulate biogenic silica (day™)

WSU = external loads of particulate biogenic silica (g Si day™)

Available Silica

Sources and sinks for available silica included in the model are (Figure B-1):
e Diatom basal metabolism, predation, and uptake
e Settling of sorbed (particulate) available silica
e Dissolution from particulate biogenic silica
e Sediment-water exchange of dissolved silica for the bottom layer only
e External loads.

The kinetic equation describing these processes is:

Y| 0
——=(FSI,8BM .+ FSIPEPR,— P.) ASC 8B +KSUAgSU+g(WSTSS g54p)

ot
(B.61)
BFSAd WSA
+ -

Az V
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SA = concentration of available silica (g Si m™) = SAd + SAp

SAd = dissolved available silica (g Si m™)

SAp = particulate (sorbed) available silica (g Si m>)

FSI,; = fraction of metabolized silica by diatoms produced as available silica

FSIP = fraction of predated diatom silica produced as available silica

BFSAd = sediment-water exchange flux of available silica (g Si m™ day™), applied to bottom
layer only

WSA = external loads of available silica (g Si day™)

In equation B.61, if total active metal is chosen as a measure of sorption site, the settling velocity
of total suspended solid, WSrss, is replaced by that of particulate metal, WS, (Sections 5.7.3 and
5.10).

Available Silica System

Analysis of Chesapeake Bay monitoring data indicates that silica shows similar behavior as
phosphate in the adsorption-desorption process (Cerco and Cole 1993). As in phosphate,
therefore, available silica is defined to include both dissolved and sorbed fractions (equation
B.62). Treatment of available silica is the same as total phosphate, and the same method to
partition dissolved and sorbed phosphate is used to partition dissolved and sorbed available
silica:

— KSApgSS SA or p — KSApgTAMp
] + KSApgTSS I + KSApgTAMp
(B.62)
1 1
SAd=——8A4 or SAd= SA
1+ K 54, @SS 1+ K s4pTAMp
— SA—SAp (B.63)

K4, = empirical coefficient relating available silica sorption to total suspended solid (per g m™)
or particulate total active metal (per mol m™) concentration.

As in Kpo4p 1in Section 5.5.4, Ky, 1s the ratio of sorbed to dissolved available silica per unit
sorption site available.

Effect of Diatoms on Silica

In equations B.60 and B.61, those terms expressed as a function of diatom biomass (Bg4) account
for the effects of diatoms on silica. As in phosphorus and nitrogen, both basal metabolism
(respiration and excretion) and predation are considered, and thus formulated, to contribute to
particulate biogenic and available silica. That is, diatom silica released by both basal metabolism
and predation are represented by distribution coefficients (FSP, FSI; FSPP, and FSIP). The
sum of two distribution coefficients for basal metabolism should be unity and so is that for
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predation. Diatoms require silica as well as phosphorus and nitrogen, and diatom uptake of
available silica is represented by (- P;AASC,AB,) in equation B.61.

Dissolution

The term (- Ksy4ASU) in equation B.60 and its corresponding term in equation B.61 represent
dissolution of particulate biogenic silica to available silica. The dissolution rate is expressed as
an exponential function of temperature:

K sua= K su8Xp (KT sua [T — TRsual) (B.64)

Kgu = dissolution rate of particulate biogenic silica at TRsyy (day™)
KTy, = effect of temperature on dissolution of particulate biogenic silica (EC™)
TRsyu4 = reference temperature for dissolution of particulate biogenic silica (EC)

B.2.6 Chemical Oxygen Demand

In the present model, chemical oxygen demand is the concentration of reduced substances that
are oxidizable through inorganic means. The source of chemical oxygen demand in saline water
is sulfide released from sediments. A cycle occurs in which sulfate is reduced to sulfide in the
sediments and reoxidized to sulfate in the water column. In fresh water, methane is released to
the water column by the sediment process model. Both sulfide and methane are quantified in
units of oxygen demand and are treated with the same kinetic formulation. The kinetic equation,
including external loads, if any, is:

oCcoD _ DO KCODgCOD+BFCOD N wCOD (B.65)
ot KH cop + DO Az V
COD = concentration of chemical oxygen demand (g O,-equivalents m™)
KHcop = half-saturation constant of dissolved oxygen required for oxidation of chemical
oxygen demand (g O, m™)
KCOD = oxidation rate of chemical oxygen demand (day™)
BFCOD = sediment flux of chemical oxygen demand (g O»-equivalents m™ day™), applied to

bottom layer only
WCOD = external loads of chemical oxygen demand (g O,-equivalents day™)

An exponential function is used to describe the temperature effect on the oxidation rate of
chemical oxygen demand:

KCOD= K cp@xp (KT cop [T —TRcon]) (B.66)
Kcp = oxidation rate of chemical oxygen demand at TRcop (day'l)

KTcop = effect of temperature on oxidation of chemical oxygen demand (EC™)
TRcop = reference temperature for oxidation of chemical oxygen demand (EC)
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B.2.7 Dissolved Oxygen
Sources and sinks of dissolved oxygen in the water column included in the model are (Figure B-1):

Algal photosynthesis and respiration

Nitrification

Heterotrophic respiration of dissolved organic carbon
Oxidation of chemical oxygen demand

Surface reaeration for the surface layer only
Sediment oxygen demand for the bottom layer only
External loads

The kinetic equation describing these processes is:

0 DO DO
= > | (1.3-0.3gN.) P.—(1- FCD,)—————— BM . | AOCRgp
6t x=cd,gm KHRX +DO
B.67
— AONT gNitgNH4 —AOCRg{HRgDOC—D—OKCOD§OD ( )
KH cop+ DO

SOD WDO
+K, —DO)+=—=—+
K, (DO. ) v

AONT = mass of dissolved oxygen consumed per unit mass of ammonium nitrogen nitrified
(4.33 g O, per g N; see Section 5.9.2)

AOCR = dissolved oxygen-to-carbon ratio in respiration (2.67 g O, per g C; see Section 5.9.1)

K, = reaeration coefficient (day™): the reaeration term is applied to the surface layer only

DO,= saturated concentration of dissolved oxygen (g O, m™)

SOD = sediment oxygen demand (g O, m™ day™), applied to the bottom layer only; positive is
to the water column

WDO = external loads of dissolved oxygen (g O, day™)

The two sink terms in equation B.67, heterotrophic respiration and chemical oxygen demand, are
explained in Section 5.4.4 (equation C.29) and Section 5.8 (equation C.65), respectively. The
remainder of this section explains the effects of algae, nitrification, and surface reaeration.
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Effect of Algae on Dissolved Oxygen

The first line on the RHS of equation B.67 accounts for the effects of algae on dissolved oxygen.
Algae produce oxygen through photosynthesis and consume oxygen through respiration. The
quantity produced depends on the form of nitrogen utilized for growth. Equations describing
production of dissolved oxygen are (Morel 1983):

106 CO>+16 NH, + H:PO,+106 H.0 — protoplasm+106 0,+15H" g ey

106 CO,+16 NO;+ H,PO; 122 H,O+17 H" — protoplasm+138 O, (B.69)

When ammonium is the nitrogen source, one mole of oxygen is produced per mole of carbon
dioxide fixed. When nitrate is the nitrogen source, 1.3 moles of oxygen are produced per mole of
carbon dioxide fixed. The quantity, (1.3 - 0.3APN,), in the first term of equation B.67 is the
photosynthesis ratio and represents the molar quantity of oxygen produced per mole of carbon
dioxide fixed. It approaches unity as the algal preference for ammonium approaches unity.

The last term in the first line of equation B.67 accounts for the oxygen consumption due to algal
respiration (equation B.26). A simple representation of respiration process is:

CHO+0,= CO,tHO (B.70)
from which, AOCR =2.67 g O, per g C.
Effect of Nitrification on Dissolved Oxygen

The stoichiometry of nitrification reaction (equation B.57) indicates that two moles of oxygen
are required to nitrify one mole of ammonium into nitrate. However, cell synthesis by nitrifying
bacteria is accomplished by the fixation of carbon dioxide so that less than two moles of oxygen
are consumed per mole ammonium utilized (Wezernak and Gannon 1968), i.e., AONT =433 g
O, per g N.

Effect of Surface Reaeration on Dissolved Oxygen

The reaeration rate of dissolved oxygen at the air-water interface is proportional to the oxygen
gradient across the interface, (DO, - DO), when assuming the air is saturated with oxygen. The
saturated concentration of dissolved oxygen, which decreases as temperature and salinity
increase, 1s specified using an empirical formula (Genet et al. 1974):

DO,=14.5532-0.38217d +5.4258 x 10~ gT’

B.71
—~CLg1.665% 107" =5.866x107°¢T +9.796x10°¢r°) ( )

CL = chloride concentration (mg/L) = S/1.80655.
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The reaeration coefficient includes the effect of turbulence generated by bottom friction
(O'Connor and Dobbins 1958) and that by surface wind stress (Banks and Herrera 1977):

¢ 1
Kr = (Kro h +WreaJE.KT:20 (B72)

eq

K., = proportionality constant = 3.933 in MKS unit

u., = weighted velocity over cross-section (m sec™)) = 3uVi)/3(Vi)
he, = weighted depth over cross-section (m) = 3(Vi)/B,,

B, = width at the free surface (m)

Wea = wind-induced reaeration (m day'l)

=0.728y,>-0.317U,+0.0372y,’° (B.73)

U, = wind speed (m sec™) at the height of 10 m above surface
KT, = constant for temperature adjustment of dissolved oxygen reaeration rate.

B.2.8 Total Active Metal

The present model requires simulation of total active metal for adsorption of phosphate and silica
if that option is chosen (Figure B-1). The total active metal state variable is the sum of iron and
manganese concentrations, both particulate and dissolved. In the model, the origin of total active
metal is benthic sediments. Since sediment release of metal is not explicit in the sediment model
(see Chapter 5), release is specified in the kinetic portion of the water column model. The only
other term included is settling of the particulate fraction. Then the kinetic equation for total
active metal, including external loads, if any, may be written as:

OTAM _ _ KHbmf _ BFTAM. nirnam 4 O (e oangy+ WTAM

ot KHbmf + DO Az oz (B.74)

TAM = total active metal concentration (mol m™) = TAMd + TAMp

TAMd = dissolved total active metal (mol m™)

TAMp = particulate total active metal (mol m™)

KHbmf = dissolved oxygen concentration at which total active metal release is half the anoxic
release rate (g O, m>)

BFTAM = anoxic release rate of total active metal (mol m™ day™), applied to the bottom layer

only

Ktam = effect of temperature on sediment release of total active metal (EC™)

Ttam = reference temperature for sediment release of total active metal (EC)

WS, = settling velocity of particulate metal (m day™)

WTAM = external loads of total active metal (mol day™)

In estuaries, iron and manganese exist in particular and dissolved forms depending on dissolved
oxygen concentration. In the oxygenated water, most of the iron and manganese exist as
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particulate while under anoxic conditions, large fractions are dissolved, although solid-phase
sulfides and carbonates exist and may predominate. The partitioning between particulate and
dissolved phases is expressed using a concept that total active metal concentration must achieve
a minimum level, which is a function of dissolved oxygen, before precipitation occurs:

TAMd = minimum { TAMdmxgxp (—KdotamgDO) , TAM } (B.75)
TAMp =TAM —TAMd (B.76)
TAMdmx = solubility of total active metal under anoxic conditions (mol m™)
Kdotam = constant that relates total active metal solubility to dissolved oxygen (per g O, m™)

B.2.9 Fecal Coliform Bacteria

Fecal coliform bacteria are indicative of organisms from the intestinal tract of humans and other
animals and can be used as an indicator bacteria as a measure of public health (Thomann and
Mueller 1987). In the present model, fecal coliform bacteria have no interaction with other state
variables, and have only one sink term, die-off. The kinetic equation, including external loads,
may be written as:

0FCB _

P KFCBgTFCB" *"¢gFCB + WrFCB

(B.77)

FCB = bacteria concentration (MPN per 100 ml)

KFCB = first order die-off rate at 20EC (day'l)

TFCB = effect of temperature on decay of bacteria (EC™)

WFCB = external loads of fecal coliform bacteria (MPN per 100 ml m® day™)

B.2.10 Method of Solution
The kinetic equations for the 21 state variables in the EFDC water column water quality model

can be expressed in a 21 H 21 matrix after linearizing some terms, mostly Monod type
expressions:

%[C]Z[K]g[C]JF[R] (B.78)

where /C] is in mass volume™, /K] is in time™, and /R] is in mass volume™ time™. Since the
settling of particulate matter from the overlying cell acts as an input for a given cell, when
equation B.78 is applied to a cell of finite volume, it may be expressed as:

%[C]k:[Kl]k g[Cl +AglK2], o [C] .+ [R], (B.79)
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where the four matrices /C/, [K1], [K2], and [R] are defined in Appendix A of Park et al.
(1995). The subscript & designates a cell at the k” vertical layer. The layer index k increases
upward with KC vertical layers; k = 1 is the bottom layer and £ = KC is the surface layer. Then A
= 0 for k = KC; otherwise, A = 1. The matrix [K2] is a diagonal matrix, and the non-zero
elements account for the settling of particulate matter from the overlying cell.

Equation B.79 is solved using a second-order accurate trapezoidal scheme over a time step of €,
which may be expressed as:

i =([1]—§[K1J2’] g([cm%{[KI]Sng]fw[Kszg[CJ;i,} +9[R]fj (B.80)

where 6= 2AmAAt is the time step for the kinetic equations; /1] is a unit matrix; /C}* = [C]" +
/C]°; the superscripts O and N designate the variables before and after being adjusted for the
relevant kinetic processes. Since equation B.80 is solved from the surface layer downward, the
term with /CJ+ ;" is known for the £ layer and thus placed on the RHS. In equation B.80,
inversion of a matrix can be avoided if the 21 state variables are solved in a proper order. The
kinetic equations are solved in the order of the variables in the matrix /C/ defined in Appendix A
of Park et al. (1995).
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Figure B-1. Schematic diagram of EFDC water quality model structure.
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APPENDIX C: CALIBRATION AND VERIFICATION MEASURES

To quantify the EFDC model's prediction of water surface elevation, salinity, and velocity, a
number of statistical tests and time series analyses are used. This section summarizes general test
and analysis procedures. Further discussion justifying the selection of particular tests and
analyses for specific data types are presented in Section 5.

The statistical test that can be used for evaluating model predictions includes the mean error,
mean absolute error, root mean square error, maximum absolute error, relative mean error and
relative absolute mean error (Thomann 1982). Letting O and P denote observed and predicted
values of a quantity at NV observation times, the mean error is defined by

1< 0
MEzl—vZ(O( '~ ") (C.1)

n=1

Positive values of the mean error indicate that the model tends to underpredict the observations
whereas negative values indicate that the model tends to overpredict observations. The mean
absolute error is defined by

MAE = Z\l[f]d") - p” (C.2)

Although the mean absolute error provides no indication of overprediction or underprediction, it
eliminates the canceling effects of positive and negative errors and can be viewed as a more
extreme measure of observation-prediction agreement. The root mean square error is defined by

RMS = ‘/]—1/ g(o“') - P (C3)

The root mean square error can be interpreted as a weighted equivalent to the mean absolute
error with larger observation-prediction differences given larger weightings. The square root
operation recovers the units of the data quantities. The RMA error is generally viewed as the
most rigorous absolute error test. The maximum absolute error is defined by

MAX = max 0" — P

n=1,N (C.4)

and provides information on the largest discrepancy between corresponding values of observed
and predicted quantities over an interval of N measurements.

Relative error measures can be used to eliminate data units and to provide a measure of error
relative to the magnitude of the observational data. The relative mean error and the relative mean
absolute error are defined by
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i(O(n) — p(n))
RME =*=—; (C.5)

ZO(W)

n=1

ﬁl()(n) .y
RMA = 55— (C.6)

ZO(H)

n=1

Caution should be employed in the use of these two relative error measures, particularly when
observed and predicted quantities can have small values or values that have both positive and
negative signs. An alternative relative error, hereafter referred to as the relative mean square
error, is

z(O(n) p(n))z

RSE =— (C.7)

Z((Om 0) (P - 0))

This error measure was proposed by Willmott (1982) and Willmont et al. (1982) and used by
Blumberg and Goodrich (1990) to analyze the prediction skill of an estuarine model. The value
of RSE always falls between zero and unity, with an increasing value corresponding to
decreasing skill of the model.

Thomann (1982) suggested the use of linear regression for comparing model predictions with
observations in the context of model calibration. Following Thomann, the linear equation
relating observed and predicted values of the quantity s is written as

s,=a+/k, (C.8)

where alpha and beta are determined by

a——[Z ;- Z “”\ (C9)

n=1

Z (S(ﬂ) (avg) (n) (avg))

p =+ (C.10)

2
(n) _ o(avg)
St s
n=1
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(Devore 1982). The null hypothesis for the linear regression is alpha, the intercept, equal to zero,
and beta, the slope, equal to one. Also useful in the regression analysis is the correlation
coefficient

N N \ N \
NZS;”)SY) - [ZSI(,”) [ng”))
n=1 n=1
) Y
stw) (n) (zs(n) NZ NG (;S(On))

n=1 n=1 n=1

=

(C.11)

For a good a fit or correlation between observations and predictions, the correlation coefficient
should be near one. The square of the correlation coefficient equals the fractional proportion of
variation of observations explained by the regression relationship between the observations and
predictions (Devore 1982).
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GOOD MODELING PRACTICE CHECKLIST


Activity / Step





 













































































Performed?


		

		Yes

		No

		NA



		Step 1: Start a logbook (and continue using it)

		

		

		



		

		

		

		



		Step 2: Set up the modeling project:

		

		

		



		2.1 Describe the problem

		

		

		



		2.2 Define the objective

		

		

		



		2.3 Analyze the context and reach agreements on the justification:

		

		

		



		2.3.1 Context

		

		

		



		2.3.2 Justification / responsibilities

		

		

		



		2.4 Specify the requirements:

		

		

		



		2.4.1 Quality requirements

		

		

		



		2.4.2 Expertise requirements

		

		

		



		2.4.3 Estimated capacity/manpower requirement

		

		

		



		2.4.4 Communication and reporting

		

		

		



		2.4.5 Other requirements

		

		

		



		2.5 Draw up a working plan and a budget

		

		

		



		

		

		

		



		Step 3: Set up the model:

		

		

		



		3.1 Choose the beginning: data analysis, system definition or conceptual model

		

		

		



		3.2 Analyze the data

		

		

		



		3.2.1 Determine which data is needed to make and use the model

		

		

		



		3.2.2 Determine which data is needed to analyze the model

		

		

		



		3.2.3 The availability of data and meta-information

		

		

		



		3.3 Make a system definition

		

		

		



		3.4 Make a conceptual model (in words)

		

		

		



		3.4.1 Working towards a conceptual model

		

		

		



		3.4.2 Describe the structure

		

		

		



		3.4.3 Choose the type of model

		

		

		



		3.4.4 Define the relationships between variables

		

		

		



		3.4.5 Establish the assumptions

		

		

		



		3.4.6 Verify the conceptual model

		

		

		



		3.5 Choose from existing model programs

		

		

		



		3.6 Choose a discretization model in space and time

		

		

		



		3.7 Choose a numerical approach

		

		

		



		3.8 Implement the model

		

		

		



		3.9 Verify the model

		

		

		





Activity / Step





 













































































Performed?


		

		Yes

		No

		NA



		Step 4: Analyze the model:

		

		

		



		4.1 Make a planned approach for the analysis activities

		

		

		



		4.2 Make a general analysis of the model

		

		

		



		4.2.1 Carry out a run with standard input

		

		

		



		4.2.2 Carry out the global behavior test

		

		

		



		4.2.3 Check the mass balances

		

		

		



		4.2.4 Carry out a robustness test

		

		

		



		4.3 Carry out a sensitivity analysis

		

		

		



		4.4 Carry out (formal) identification (if possible)

		

		

		



		4.5 Calibrate the model:

		

		

		



		4.5.1 Introduction

		

		

		



		4.5.2 Choose the parameters to be optimized

		

		

		



		4.5.3 Calculate the optimal values

		

		

		



		4.5.4 Analyze the results of the optimization

		

		

		



		4.6 Carry out an uncertainty analysis

		

		

		



		4.7 Validate the model

		

		

		



		4.8 Determine the scope of the model

		

		

		



		

		

		

		



		Step 5: Use the model:

		

		

		



		5.1 Make a planned approach for the simulation runs

		

		

		



		5.2 Perform the eventual simulation runs

		

		

		



		5.3 Verify the results

		

		

		



		5.4 Is this all?

		

		

		



		

		

		

		



		Step 6: Interpret the results:

		

		

		



		6.1 Describe the results

		

		

		



		6.2 Discuss the result

		

		

		



		6.3 Describe the conclusions

		

		

		



		6.4 Check whether the objective has been achieved

		

		

		



		6.5 Summarize the results

		

		

		



		6.6 Analyze the consequences for the research question

		

		

		



		

		

		

		



		Step 7: Report and file:


7.1 Report in the language of the target group

		

		

		



		7.2 Make the model study reproducible (file)

		

		

		



		

		

		

		



		

		

		

		



		

		

		

		



		

		

		

		





		Step 1: Start a model journal






		This template has been filled in by:




		Date:



		The following procedure(s) is are used in order to record all steps of the modeling project




		



		This template?

		



		Your own model journal based on this template?

		



		Your own model journal of your own design?




		



		Any other procedure (which one?) 




		



		A quality system (which one?) 




		





		Step 2:  Set up the modeling project





		This template has been filled in by: 




		Date:



		2.1  Describe the problem



		Give a brief description, in words, of the problem (no details): 






		Underline the problem domain(s): (groundwater quantity models, ground water quality models, precipitation runoff models, water distribution models, hydrodynamic models, high water forecasting models, morphological models, surface water quality models, emission models, ecological models, economic models, other models 






		Fill in the following for the (physical) processes in this modeling project: 






		Relevant processes?                            
spatial scale?




		Characteristic time scale?

		Spatial scale?



		Is a model the only correct tool for solution of the problem?






		If not, what are the alternatives for a model based approach?






		What is the reason for application of the model (policy analytical, scientific, operational?





		2.2  Define the objective



		What are the domain and the problem area?






		What is the objective of a model in this project?






		Which questions need to be answered using the model?






		Give an indication of the scenarios which need to be calculated using the model.






		2.3 Analyze the context and reach agreements on the justification



		2.3.1 Context



		The larger context (project, study, routine activities, research programs, etc.) of the modeling project is:





		This modeling project must be carried out in combination with the following models (in a chain):






		Model

		Location



		

		



		

		



		

		



		2.3.2  Justification



		It has been agreed with the client to assess the following modeling project steps at the following:



		Decision moments 




		Modeling project step






		

		



		

		



		The following agreements have been made with the client on reporting and completion:





		2.4  Specify the requirements



		2.4.1  Quality requirements



		The analyzed (calibrated) model must describe a specific data set with a specific accuracy:   yes/no. 






		If yes: 






		which data set: 






		with what accuracy: 





		2.4.2  Expertise requirements



		The following persons and their expertise will be deployed in the modeling project.






		Name of person


		Expertise



		

		



		

		



		

		



		

		



		2.4.3  Estimated manpower capacity



		The following manpower is required for the modeling project:






		Discipline                                           
                               

		Time (days)

		To be spent on step



		

		

		



		

		

		



		

		

		



		2.4.4   Communication and reporting



		The following meetings, workshops etc. have been planned within the scope of the modeling project: 






		Activity       

		When?

		Persons involved       

		Subject



		

		

		

		



		

		

		

		



		

		

		

		



		Which reports must be made for the modeling project? 






		Type of report (progress, interim report, final)
                                             

		When?


		Intended for whom?



		

		

		



		

		

		



		

		

		



		2.4.5  Other requirements made of the modeling project



		From which other models does this modeling project use the results? 






		What requirements are made of the results of other models (format, proper balance, calibration.
discretization, meta-information.)?






		Who will supply the results of those other models, and when?






		Who will verify the results of those other models?






		Who will approve the results of those other models?






		How can the quality of the (field) data best be described?


very incomplete/reasonably complete/complete


poorly documented/reasonably well documented/well documented






		What else can be said about the quality of this data? 






		Must alternative models or other methods (discretization, integration algorithms) be used in this modeling project in order to create a framework for comparison?





		If the results are to be processed in a policy advice, who is to do so? 






		2.5  Draw up a working plan and a budget



		Make a working plan of the modeling project on the basis of the above, and a planning schedule for the steps yet to be carried out. Add a budget.







		Step 3:  Set up the model






		This template has been filled in by:




		Date:



		3.1  Choose the beginning



		The development of a model is an iterative process, whereby the following steps may be carried out one or more times.





		3.2   Analyze the data



		3.2.1  Basic data required for a run



		spatial data 

		



		time series 

		



		begin values 

		



		boundary conditions 

		



		parameters 

		



		scenario data 

		



		other data 

		



		3.2.2  Data required for analysis



		observations of the system(field measurements) 

		



		statistic distributions or ranges of non constant parameters 

		



		3.2.3 Availability of data



		Is data available? 

		



		Where is the data? 

		



		Is the data available in a digital version? 

		



		Briefly describe the values of the data.


 

		



		How to deal with outliers? 




		



		How to deal with missing values?




		



		Describe the quality of the data.




		



		Who is responsible for supply of the data? 




		





		3.3 System definition



		The system is that part of reality simulated in the model (see Part I).

		



		components of which the system is comprised 

		



		the relations between the components 

		



		the relations between the components and the environment (outside the system) 

		



		3.4  Conceptual model



		3.4.1 Describe the general conceptual model in words.





		3.4.2 Structure



		If the structure of the model is not completely defined by the choice of model, describe this structure using words or diagrams.





		3.4.3  Type of model



		domain of application

		



		dynamic/stationary

		



		number of spatial dimensions

		



		3.4.4 Relationships entirely defined by the choice of model, describe them below.





		3.4.5  Assumptions



		If implicit or explicit assumptions have been made (other than those in the model program in question and described in this template), describe them below.





		3.4.6  Verification of the conceptual model



		What action has been taken to determine that the conceptual model is consistent (no contrary issues) 

and in keeping with the solution to the problem?






		3.5 Which existing model program or model?





		Which existing model program or model has been chosen? 

		



		Why was that model program or model chosen? 

		





		Is there any better option on the basis of content, and what is that option? 



		



		Why has that better option not been chosen? 




		



		3.6 Discretization in space and time



		Describe the spatial schematization where has this been recorded (in detail)? 

		



		What choices have been made regarding the discretization in the time (related to numerical approach)?

		



		3.7 Further numerical approach



		Which solution method (algorithm) has been chosen for the spatial integration step? 




		



		Is there any choice and is the choice made the best one in terms of content? 

		



		If the choice is not the best one, why was it made? 

		



		Which solution method has been chosen for the integration in time? 

		



		Is there any choice and is the choice made the best one in terms of content? 

		



		If the choice is not the best one, why was it made?

		



		3.8 Implementation of the model



		How is the model implemented? 

		



		On which points does it deviate from the manual of the chosen model program? 




		



		3.9 Verification of the model



		Verification was carried out by: 




		Date:



		Internal check (included in the functionality of the model) 

		



		Manual check of I/O, other parts of the implementation 

		



		Manual or automatic check of dimension and units 

		



		Was a test run carried out using the sample supplied with the model program (or similar)? 

		



		Was the spatial schematization checked? 

		





		Step 4: Analyze the model





		This template has been filled in by:




		 Date:






		4.1 Which analysis activities?



		Indicate which analysis activities were planned or why they were not carried out: 






		Which
                                                                                    

		Yes/no
       

		Comments



		standard run

		

		



		global behavior test 

		

		



		mass balance check

		

		



		robustness test

		

		



		sensitivity analysis 

		

		



		(formal) identification 

		

		



		calibration

		

		



		uncertainty analysis 

		

		



		validation

		

		



		determination of scope

		

		



		4.2  Make a general analysis of the model



		4.2.1  Run with standard input



		Describe the input

		



		How did the run progress? 

		



		Are the results comprehensible? 

		



		Are the results keeping with the expectations? 

		





		4.2.2  Global behavior test



		Which characteristic changes have been tested in order to check the model behavior (effect of more 
load, more precipitation, more nutrients, no load, etc.): 






		Carry out these runs and describe the result of these tests. 






		4.2.3 Mass balances



		How were the mass balances checked? 





		how?
                                                                              

		yes/no

		result



		by the model 

		

		



		manually

		

		



		4.2.4  Robustness test



		Was a robustness test carried out? 

		



		Which extreme values of parameters and other input were used? 

		



		What were the results of this test? 

		



		4.3  Sensitivity analysis



		Was a sensitivity analysis carried out, and if so, how? 

		



		Did this analysis pay attention to interactions between all uncertain factors or not? 

		



		What measure was used for the sensitivity? 

		



		Sensitive factors (including parameters) are:

		



		Insensitive factors are:

		



		4.4  Formal identification






		Is there enough data (observations and measurements) for identification? 

		



		Was the identification successful? 

		



		Did calibration take place? 

		



		How was the choice made of factors to be calibrated?




		



		Which measure was used to determine the progress and the result of the calibration 
(objective function)? 




		



		Which method and/or package was used for calibration purposes? 




		



		Which criterion was used to stop calibration? 




		



		Describe the result of the calibration.




		



		Did it meet the criterion set beforehand? 




		



		Did residual error analysis take place?




		



		Are the residual errors systematic? 




		



		If calibration was not successful, to which previous step did the process return? 




		



		How much time (in man days) was spent on calibration? 




		



		4.6 Uncertainty analysis



		Was an estimate made of the uncertainty in the model results? 

		



		The uncertainty analysis was carried out on the basis of a covariance analysis.

		



		The uncertainty analysis was carried out differently, namely:

		



		4.7 Validation of the model



		Are the results of the calibrated model compared with field measurements other than the data used for calibration purposes? 

		



		What were the results? 

		



		4.8 Scope of the model



		Has the scope of the model been determined? 

		



		How was the scope determined? 

		



		What do you think to be the scope of the model? 

		



		Step 5: Use the model





		This template has been filled in by:




		Date:



		5.1  Describe the eventual simulation runs in terms of:



		The input used.

		



		The (calibrated) version of the model 

		



		The simulation period 

		



		The deviations from the standard run 

		



		The expectations regarding the results 

		



		5.2 Perform the eventual simulation runs



		Date:

		 



		Person:

		



		Computer 


		



		Department 


		



		Institute

		



		Where are the results stored? 

		



		5.3  Verify the results



		Which extremes and outliers were found in the model output? 

		



		Did the model output ranges meet the expectations? 

		



		Which unexpected results were found in the results'? 

		



		Are there indications of numerical errors (discretization in space and time) and if so, what are they?

		



		5.4 Is this all?





		Are there points on which the model does not meet the objective? 

		



		What quality requirements are not met? 

		



		Which of the necessary data is incorrect and was used wrongly? 

		



		In what sense is the system definition incorrect'? 

		



		In what sense is the conceptual model incorrect? 




		



		Which assumptions were made incorrectly or unjustly?


 

		



		Was the discretization in space and time chosen well?




		



		With retrospect, was the correct model or model program chosen?


 

		



		Is there a better model program or model?


 

		



		Why was the better alternative not chosen? 




		



		Was the choice of numerical approach a sound one? 




		



		Can the implementation of the model be improved? If so, how? 




		



		What was verified regarding the implementation? 




		



		On which points does it deviate from the manual of the model program? 

		



		Was dimension and unit analysis carried out? 




		



		Which model analyses were performed? 

		



		Are the mass balances correct?

		



		What are the sensitive parameters (and other factors)? 




		



		How and with what result was the model calibrated?




		 



		Is this adequate given the pre-set (quality) requirements? 




		



		Was an uncertainty analysis carried out and with what result? 




		



		Does the model cover the scope required by the problem? 




		



		Did the runs, intended to find answers to the questions posed, take account of any uncertainties in the results? 




		



		What else can be noted about the modeling project?


 

		





		Step 6: Interpret the results






		This template has been filled in by:




		Date:






		6.1 Describe the results



		Where can a description of the results be found? 

		



		Where are the simulation results stored and in what form? 

		



		6.2 Discuss the results



		In comparison with other studies 

		



		Unexpected results are:

		 



		Can the unexpected results be explained? 

		



		The model project is incomplete in the following points

		 



		Other points of criticism with regard to the modeling project

		



		6.3 Describe the conclusions



		Summarized, the conclusions are as follows:




		



		6.4 Has the objective been met?



		Which points of the objective have been met? 

		



		Which points of the objective have not been met? 

		



		6.5 Summarize the results



		The executive summary of the modeling project is as follows:




		



		6.6 Analyze the consequences for the research question



		Who has reacted to the modeling project and how (positive, cautious, negative)? 

		



		What were the most important reactions? 

		



		Which gaps in the domain knowledge are detected by the modeling project and which new research questions are generated? 




		



		Was the number of observations and measurements sufficient for the modeling project?

		



		In a subsequent modeling project, the following issues would have to be paid further attention: 




		



		What suggestions can you give for subsequent studies or other (similar) modeling projects?




		



		To what extent is the client satisfied? 




		



		Step 7: Report and File the modeling project






		This template has been filled in by:




		Date:






		7.1 Reporting



		The report makes use of this template                                           

		fully/partly/not at all






		A report on the modeling project can be found


 

		



		Will there be any further scientific reporting on the modeling project?  If so, in which journal? 




		



		7.2 Other documentation



		A full description of the model used can be found 




		



		Which other internal memos (etc.) are there? 




		



		Where are the modeling project records stored?
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1.1 Modeling Objectives

A linked hydrologic, hydraulic and water quality model of the Upper and Middle reaches
of the Charles River has been developed and calibrated by Numeric Environmental
Services (NES). The Charles River Watershed Association (CRWA) will subsequently
utilize the calibrated model, with assistance from NES, to conduct a Total Maximum
Daily Load (TMDL) analysis of these portions of the Charles River and their tributary
watersheds. This report describes the processes of model development and calibration. It
also serves to provide CRWA modelers with details on the configuration of the model,
calibrated model parameter values, modeling assumptions and procedures to be followed
when making changes to the model for use in subsequent TMDL applications.

1.2 Acknowledgements

Funding for the work carried out by NES was provided by Region | of the US
Environmental Protection Agency, through a subcontract with Tetra Tech, Inc. and by the
Massachusetts DEP, through a subcontract with CRWA. NES work commenced during
the spring of 2006 and model development and calibration phase was completed in
September 2007. Based on comments on the draft report from EPA, DEP and CRWA, the
model calibrations have been revisited and this final report incorporates the review
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1.3 Technical Approach

In order to expedite the development and calibration of the Hydrologic Simulation
Program — Fortran (HSPF, AquaTerra Consultants, 2001) model input data, NES
developed a utility program named MAKUCI. This Fortran program utilized input data
files defining the boundaries and connectivity of the mainstem river reaches, tributary
stream and sub-watershed characteristics, wastewater treatment plant flows and water
quality parameter loads, river and tributary groundwater pump withdrawals and stream
depletions, river cross-section geometry and flow hydraulics, meteorological inputs and
available river flow and water quality monitoring data. MAKUCI utilized these data to
construct alternative HSPF input datasets (UCI files), on-the-fly. During model





development and calibration one or several of these MAKUCI input data files could be
quickly modified and a virtual HSPF UCI file could be generated for direct execution
with Version 12 of the HSPF model. Version 12 of HSPF was run as a stand-alone
application within the BASINS-3 modeling system (US EPA, 2001). The utility program
WDMUTIL was also run as a stand-alone application within the BASINS modeling
system, in order to build, modify and display watershed data management files (WDMs)
used by the HSPF model for reading input data and storing and displaying model output
and monitoring data.

The hydrologic and hydraulic components of the HSPF model were first calibrated to
river flow monitoring data collected by USGS at 7 locations on the Charles River and
flow monitoring conducted by CRWA on 9 of the Charles River tributaries. Following
hydrologic and hydraulic calibration the water quality component of the HSPF model was
calibrated, using water quality monitoring data collected on the Charles River and its
tributaries by CRWA and others.

2.0 Model Development

The starting point for HSPF model development were several HSPF UCI files developed
previously by CRWA and MIT for simulating hydrology, river hydraulics and water
quality within the Upper and Middle reaches of the Charles River (Munson and Adams,
MIT, 1998). In addition, a previous HSPF model developed for the Ipswich River by
USGS (Zarriello and Kernell, 2000) was used to provide some guidance in the selection
of hydrologic parameters for pervious and impervious land surface areas. The Upper
Reach of the Charles River extends from its headwater at Echo Lake, in Hopkinton,
downstream to the USGS Dover river flow gage, in Dover. The Middle Reach of the
Charles River extends from the Dover gage downstream to the Watertown Dam. The
Lower Basin of the Charles River, which is not included in this modeling report, extends
from the Watertown Dam downstream to Boston Harbor. NES and Tetra Tech previously
modeled the Lower Basin of the Charles River and a Final TMDL Report was published
by the Region 1 of the USEPA in 2007. The spatial domain of the Upper and Middle
Reaches of the Charles River model is shown in Figure 1.

CRWA previously collected and compiled most of the data needed to develop the HSPF
model of the Upper and Middle reaches of the Charles River. These data include:

1) HSPF model reach boundaries, in terms of upstream and downstream river miles,
for the 113 river segments,

2) Land surface areas (acres) draining to each of the 113 mainstem river segments
and 31 tributary streams, for 9 land uses and 3 soil types,

3) 550 river cross-sections extracted from previous FEMA flood insurance studies
and additional cross-sections surveyed by CRWA during 2007,

4) Monthly water supply well withdrawal pumping rates and corresponding CRWA
calculated daily pumping and stream depletion rate time series, for120 water
supply withdrawal wells, spanning the period between1988 and 2005,





5) Daily discharge rates and water quality parameter loading rates for the 3
wastewater treatment facilities releasing treated effluent to the mainstem of the
river, spanning the period between1994 and 2005,

6) Hourly meteorological data used to define rainfall depths, solar radiation, air
temperature, wind speed and other inputs to the HSPF model for the period
between 1961 and 2005,

7) Daily river flow rate data at 6 mainstem and 2 tributary USGS gages, and hourly
river flow rate data at 9 CRWA tributary gages,

8) Quarterly water quality monitoring data collected by CRWA at 9 locations,
spanning the period between 1996 and 2005 (IM3 Data),

9) Wet and dry period water quality monitoring data collected by CRWA at 27
locations between 2002 and 2005 (TMDL Data),

10) Continuous dissolved oxygen and water temperature Sonde monitoring data
collected by CRWA at 12 impoundment locations along the river, during August
and September of 2002,

11) Continuous dissolved oxygen and water temperature Sonde monitoring data
collected by CDM at 5 impoundment locations along the river, during the summer
and fall of 1996, and

12) Monthly water quality data collected by the Massachusetts DEP, during the period
between May and September of 2002.

CRWA input all the above monitoring data into 2 watershed data management (WDM)
files, for use by NES in the HSPF modeling. The CRWA developed file named
CRWNEW.WDM contains the following data:

1) hourly meteorological model inputs,

2) hourly and daily stream flow rates used to calibrate the HSPF
hydrologic/hydraulic model component,

3) pump stream depletion rates and calculated stream depletion rates, and

4) wastewater treatment plant effluent flow and water quality parameter load rates.

NES extracted the stream flow monitoring data contained in CRWNEW.WDM and
placed them in a file named HYDRO.WDM. Model flow predictions were then written to
HYDRO.WDM and time series plots comparing observed and predicted flow were
produced, during the hydrologic and hydraulic model calibration. Figure 1 shows the
portion of the Charles River included in the HSPF model and the boundary between the
Upper and Middle reaches of the river. Stream flow and water quality monitoring
locations for all of the above data sources are shown in Figure 2. Table 1 gives the flow
monitoring station names, gage periods of record and the corresponding model reaches
where flow predictions were saved for comparison with the flow observations. The
USGS flow monitoring data were collected at daily time intervals and the CRWA
tributary flow monitoring data were collected at hourly time intervals. Model predictions
were save at the same time interval as the corresponding monitoring data, for use in the
calibrations.





Figure 1 — Base Map of the Upper and Middle Reaches of the Charles River

Key: Black Rectangles are Upstream and Downstream Boundaries of HSPF Model Spatial Domain, Green
Rectangle is the Boundary between the Upper and Middle Reaches of the Charles River (USGS Dover

Gage).
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Figure 2: Locations of Flow and Water Quality Monitoring data
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Table 1 — Stream Flow Monitoring Data Locations

Flow Monitoring Location HSPF Reach No. Period of Record

USGS Gages
Milford 16 10/1/95 through 12/31/05
Medway 38 11/12/97 through 12/31/05
Dover 80 10/1/37 through 12/31/05
Mother Brook (withdrawal) 93 10/1/37 through 12/31/05
Wellesley 101 8/26/59 through 12/31/05
Waltham 110 8/4/31 through 12/31/05
Watertown Dam 113 8/19/99 through 9/30/00
Stony Brook 309 10/1/99 through 9/6/06
Upper Miscoe Brook (not used)

CRWA Gages
Bogastow Brook 260 7/1/02 through 1/1/06
Chicken Brook 234 7/1/02 through 1/1/06
Fuller Brook 272 7/1/02 through 1/1/06
Hopping Brook 232 7/1/02 through 1/1/06
Mill River 245 7/1/02 through 1/1/06
Mine Brook 233 7/1/02 through 1/1/06
Stop River 254 7/1/02 through 1/1/06
Trout Brook 276 7/1/02 through 1/1/06
Waban Brook 273 7/1/02 through 1/1/06

The CRWA developed file named CRWOUT.WDM contains the water quality
monitoring data used to calibrate the HSPF water quality model component. A site
description and water quality parameter laboratory tests conducted on discrete samples
collected at each water quality monitoring station are given in Table 2.

Water quality Scan Set 1 includes the following parameters: ammonium nitrogen (NH3-
N), nitrate plus nitrite nitrogen (NOx-N), total nitrogen (TN), orthophosphate (PO4-P),
total phosphorous (TP), chlorophyll-a (CHLA), pheopigments (PHEO), total suspended
solids (TSS), temperature (TEMP) and dissolved oxygen (DO). Scan Set 2 includes all of
the parameters of Scan Set 1, with the exception of temperature and dissolved oxygen.
Scan Set 3 includes all of the parameters of Scan Set 1, with the exception of
pheopigments, with the additional parameter 5-day biochemical oxygen demand
(CBOD?5). Scan Set 4, which is specific to the MassDEP 2002 monitoring data, includes
NH3-N, TP, TEMP and DO.





Table 2 — Water Quality Monitoring Data Locations

Monitoring Location HSPF-Reach CRWA Reach Monitoring Parameters
MWRA Bi-Weekly Water Quality Data (1/1/97 through 12/31/06)
Outlet Watertown Dam 113 12S WQ Scan Set 1
CRWA IM3 Water Quarterly Data (1/1/96 through 12/29/06)
Beg. Centr. St. Cul. 10 35CS WQ Scan Set 2
N. Main Street/Route 126 21 90CS WQ Scan Set 2
Middle Populatic Pond 40 199S WQ Scan Set 2
Above Medfield WWTF 56 290S WQ Scan Set 2
Cheney Bridge 70 387S WQ Scan Set 2
Inlet Silk Mill Dam/Rt.109 93 534S WQ Scan Set 2
Outlet Finlay Dam 106 609S WQ Scan Set 2
Outlet Moody Street Dam 110 662S WQ Scan Set 2
Outlet Watertown Dam 113 012S WQ Scan Set 2
CRWA TMDL Dry and Wet-Weather Event Water Quality Data (8/13/02 - 8/25/05)
Outlet Milford pond 7 31S WQ Scan Set 3
Below Howard Street 13 48CS WQ Scan Set 3
Mellen Street 16 59CS WQ Scan Set 3
Depot Road 20 86CS WQ Scan Set 3
Maple Street 27 130CS WQ Scan Set 3
Outlet Caryville Dam 30 143CS WQ Scan Set 3
Hopping Brook 232 TRIB WQ Scan Set 3
Inlet West Medway Dam 32 156S WQ Scan Set 3
Mine Brook 233 TRIB WQ Scan Set 3
Outlet West Medway Dam 33 159S WQ Scan Set 3
Chicken Brook 234 TRIB WQ Scan Set 3
USGS Medway Gage 38 184S WQ Scan Set 3
Outlet Populatic Pond 41 201S WQ Scan Set 3
Below CRPCD WWTF 43 207S WQ Scan Set 3
Mill River 245 TRIB WQ Scan Set 3
Baltimore Street/Route 115 46 229S WQ Scan Set 3
Stop River 254 TRIB WQ Scan Set 3
Above Medfield WWTF 56 290S WQ Scan Set 3
Below Medfield WWTF 57 294S WQ Scan Set 3
Bagastow Brook 260 TRIB WQ Scan Set 3
South Main Street 60 318S WQ Scan Set 3
Cheney Bridge 70 387S WQ Scan Set 3
Waban & Fuller Brooks 2721273 TRIB WQ Scan Set 3
Claybrook Road 74 407S WQ Scan Set 3
Trout brook 276 TRIB WQ Scan Set 3
USGS Dover Gage 80 447S WQ Scan Set 3





Table 2 (Continued) — Water Quality Monitoring Data Locations

Monitoring Location HSPF-Reach CRWA Reach Monitoring Parameters
CRWA Continuous Hourly Sonde Data (8/23/02 through 9/24/02)
Outlet Echo Lake 1 00CS DO and Temperature
Outlet Milford Pond 7 31CS DO and Temperature
Outlet Box Pond 19 85CS DO and Temperature
Outlet N. Bellingham Dam 26 129S DO and Temperature
Outlet W, Medway Dam 33 159S DO and Temperature
Outlet Medway Dam 37 178S DO and Temperature
Outlet Populatic Pond 41 201S DO and Temperature
Below CRPCD WWTF 43 207S DO and Temperature
Above Stop River 53 269S DO and Temperature
S. Main Street/Route 27 60 318S DO and Temperature
Outlet South Natick Dam 69 378S DO and Temperature
Outlet Cochrane Dam 79 444S DO and Temperature
CDM Continuous Hourly Sonde Data (8/12/96 through 10/2/96)
Forest Road 48 243S DO and Temperature
Above Medfield WWTF 56 290S DO and Temperature
S. Main Street/Route 27 60 318S DO and Temperature
Outlet South Natick Dam 69 378S DO and Temperature
Outlet Cochrane Dam 79 444S DO & T, Surface & Bottom
MassDEP 2002 Water Quality Data (4/29/02 through 9/11/02)
Outlet Waterworks Dam 5 20CS Scan Set 4
Beaver Brook 221 TRIB Scan Set 4
Outlet N. Bellingham Dam 27 13CS Scan Set 4
USGS Medway Gage 38 184S Scan Set 4
Pleasant Street 45 219S Scan Set 4
Stop River 254 TRIB Scan Set 4
Bogastow Brook 260 TRIB Scan Set 4
S. Main St./Route 27 60 318S Scan Set 4
Inlet S. Natick Dam 68 374S Scan Set 4
USGS Dover Gage 80 447S Scan Set 4
Rock Meadow Brook 284 TRIB Scan Set 4
Sawmill Brook 296 TRIB Scan Set 4
South Meadow Brook 303 TRIB Scan Set 4
Rosemary Brook 304 TRIB Scan Set 4
Inlet Finlay Dam 105 608S Scan Set 4
Stony Brook 309 TRIB Scan Set 4
Beaver Brook 311 TRIB Scan Set 4
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2.1 MAKUCI Utility

MAKUCI.F (Fortran Source Code) and MAKUCI.EXE (Windows executable) - A
Fortran Language-based software utility named MAKUCI was developed to expedite the
development and calibration of the HSPF model. This utility uses a number of input files
for construction of UCI files, on-the-fly. The input files used by MAKUCI are described
below.

TEMPLATE.UCI - This file contains most of the input parameters used by HSPF to
control all tributary land surface and subsurface hydrologic and water quality transport
processes for pervious (PERLND) and impervious (IMPLND) land segments. It also
contains the input parameters used by HSPF to control water quality processes occurring
within all mainstem and tributary stream segments (RCHRES).

PUMPS.DAT - This file contains the definitions needed to construct the portion of the
UCI file pertaining to well water withdrawals from the river and its tributaries (EXT
SOURCES). PUMP.DAT includes the following information for each pumped
withdrawal well: the WDM file name and data set number for the corresponding daily
stream depletion rates, the pump name, and the number and name of the stream reach
being depleted. The input data format of PUMPS.DAT is shown in Table 3. HSPF has a
limit of 5 withdrawals from each reach, including the flow passed to the adjacent
downstream reach. Due to this limitation, several pump withdrawals had to be moved
from the actual impacted reach to either the adjacent upstream or downstream reach.
Daily stream depletion (withdrawal) rates for each pump were determined by CRWA,
using monthly pumping rates as input to a stream depletion analysis. Stream depletion
calculations were based on the distance of each pump from the impacted stream reach, be
it on the mainstem or on one of its tributaries.

Although it is not a pump diversion, the withdrawal of stream water from reach 93, due to
Mother Brook flows passing to the Neponset River watershed, is included in the model.
The USGS daily flow data available for Mother Brook was used to specify rates of
withdrawal for this diversion. The Dedham Canal diverts stream water from reach 86 and
transfers it to reach 95. For purposes of the HSPF modeling, it was assumed that 50% of
the hourly flows discharged from reach 86 will enter the canal and be instantaneously
discharged across the Dedham Loop to reach 95.

STPS.DAT - This file contains the definitions needed to construct the portion of the UCI
file pertaining to wastewater treatment plant treated effluent daily flows and water quality
parameter loading rates (EXT SOURCES). STPS.DAT includes the following
information for each of the 3 facilities discharging to the river mainstem: the WDM file
data set number and HSPF parameter name for daily effluent flow rates and daily loads of
dissolved oxygen (DO), heat, carbonaceous biochemical oxygen demand (CBOD),
inorganic phosphorous (PO4-P), ammonia nitrogen (NH3-N), nitrate nitrogen (NO3-N),
and refractory phosphorous and nitrogen. The input data format of STPS.DAT is shown
in Table 4.
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Only monthly effluent NH3-N data is available for each wastewater treatment plant, for
use in defining the individual effluent nitrogen series loadings. CRWA used additional
effluent monitoring data for the full nitrogen series (NH3-N, NO3-N and TKN) to
calculate the effluent NO3 and organic-N load components. During the HSPF water
quality calibration, NES determined that the method used by CRWA to determine the
non-monitored effluent nitrogen components often overstated the effluent NO3-N and
organic-N components. Accordingly, NES modified the CRWA methodology to limit the
sum of the concentrations of the individual effluent nitrogen components to historical
effluent Total Nitrogen (TN) levels measured at each plant. Use of this modified method
for calculating effluent loads resulted in a significant improvement in in-stream nitrogen
series calibration results.

Table 3 — Format of PUMPS.DAT

{0SH  Reach 0% Bdy nrchdepl Pumprome Mowenam
261 RCH9&Cs 21 Bel lham HD 830G
262 RCH1z95 29 Bel lham HD 870G
263 RCH1z95 29 Bel lham HD 820G
264 RCH1195 24 Bel lham HD 120G
2635 RCH2G6CS 19 Bel lham MEAR A1G mowe from 28 to 19
266 RCH2G6CS 2A Bel lham MEAR B82G
267 RCH2G6CS 2A Bel lham MEAR &A3G
262 RCH2G6CS 2A Bel lham HEAR A4G
269 RCH2G6CS 2A Bel lham HEAR A5G
2a RCH4Z235 73 Oover WO @106 mowve from 76 to 75
211 RCH4 295 e Dowver WO 826
212 RCH4445 749 Dowver Old Frm 810G
213 RCH4Z235 73 Oover WEC 826G mowve from 76 to 75
214 RCH4235 = Dowver WG B26
213 RCH4235 = Dowver HH 816G
216 RCH4235 = Dower SF 816G
217 RCH4235 = Dower SF 826
28 RCH1295 32 Franklin WD 810G mowe from 33 to 32
2149 RCH1295 34 Franklin WO 820G mowe from 33 to 34
328 RCH1395 a4 Franklin WO A3G mowe from 33 to 34
2 RCHZ195 4 Franklin WO 840G mowve from 45 to 44
322 RCHZ195 4 Franklin WO 830G mowve from 45 to 44
323 RCH1295 34 Franklin WO @&G mowe from 33 to 34
324 RCH1295 34 Franklin WO 870G mowe from 33 to 34
323 RCH192s 249 Franklin HD 826G
326 RCHZ195 4 Franklin WO @G mowve from 45 to 44
327 RCH13595 23 Franklin HD 18G
328 RCHZ195 4 Franklin CH 810G mowve from 45 to 44
329 RCH2195 45 Franklin CH 82G mowe from 45 to 46
2328 RCH13595 23 Maplegate CC 816G
a3 RCH13595 23 Franklin Marz 815
332 RCH13595 23 Franklin Marz 810G
333 RCHZ195 45 Franklin CC @15 mowve from 43 to 46
334 RCHZ195 45 Franklin CC 810G mowve from 43 to 46
335 RCH3125 59 Holliston HO &A1G mowe from 6@ to 59
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Table 4 — Format of STPS.DAT

Mumbstp=

3
STPHames Hillford CRPCO HMedfield
STPReachto 15 42 57
Faramname HOMOSHsymbol HSPFsymbol WOMDEMHumb WOMOSHumbE  HOMOSHumb
F Lo WFLO 1Ol 11 G 72 g4
Dissolwed Oxygen Woo  axIF 11 &1 T3 85
Temperaqture WTHF ITHEART 1 1 62 T4 26
CEOD WeOD OXIF 21 63 75 a7
lnorganic Phosphorus HWPO4 HUIF1T 4 1 65 7 24
Ammonia Mitrogen HHHZ HUIF1T 2 1 (ala] =] ga
Mitrate Hitrogen WHOZ HUIF1T 1 1 &7 79 =b
Fefractory Phosphorus HWFFR  FEIF 4 1 G52 ga a2
Fefractory Hitrogen WFH  PEIF 31 =) 1 e lc]

Table 5 — Format of HRUS.DAT

number of HREUs number of Reaches

27 122
reachto 1 2 2 4 5
reachtoname BECS EECS 12C5 13CS ZEACS
LU _name LUSG Area_ac  Area_ac Areqa_ac Areg_ac  Area_ac
Open SEG 11 @ .86 @ .86 @ .8m @ .88 11.19
Forest S&G 21 @ .86 @ .86 2.1 7.4 2z.81
Forested Hetland S&G 3| @ .86 @ .86 @ .8m @ .65 313
Hater Metland S&G 41 @ .86 @ .86 @.8m @.81 @.86
Low Dens. Res. S&G 51 @ .86 @ .86 @ .54 3.24 .25
Medium Dens. Res. S&G 1 @ .86 @ .86 @ .8m @ .88 @.86
High Dens. Res. SEG rd @ .86 @ .86 @.8m @.ae a.688
Multi—family Res. S&G 21 @ .86 @ .86 @ .88 @ .88 8 .86
Commercial S&EG a9 @ .86 @ .86 @.8m @.8e 31 .48
Open T/B 12 29.85 @ .86 @ .85 @ .ae 32.93
Forest T,/B 22 396 .84 g83.42  3246.92 67.82  374.89
Forested HWetland T/B a3z 53.18 15.58 79.37 4 .74 23.25
Hater Metland T/B 4z g5 .55 @ .68 @.68 1.78 .93
Low Dens. Res. T/B 52 218.54 4.77 47.92 5.27 8.4
Medium Dens. Res. T/B (5 132 .96 @ .86 @.8m @.ae a.688
High Dens. Res. T/B T2 @ .86 @ .86 @ .8m @ .88 8.86
Multi—family Res. T,/B g2 @ .8m @ . 8m @ .8\ @ .ae 8 .86
Commercial T/B gz @ .86 @ .86 @ .88 @ .88 42 .84
Open A/F 13 @ .86 @ .86 @ .8m @ .88 @.86
Forest A/F 23 @ .86 @ .86 @.8m @.ae a.688
Forested Hetland A/ i @ .86 @ .86 @ .8m @ .88 8.86
Hater Metland ASF 43 @ .86 @ .86 @.8m @ .88 @.86
Low Dens. Res. A/F 53 @ .86 @ .86 @ .85 @ .ae @ .86
Medium Dens. Res. A/F e @ .86 @ .86 @ .8m @ .88 @.86
High Dens. Res. A/F 73 @ .86 @ .86 @.8m @.ae a.688
Multi—family Res. A/F g3 @ .86 @ .86 @ .88 @ .88 8 .86
Commercial A/F g3 @ .86 @ .86 @.8m @.8e @.686

HRUS.DAT - This file contains the number of acres of land surface draining to each of
the 113 mainstem reach in the HSPF model. Land surface areas are given for the 3
surface soil types (sand/gravel, till/bedrock and alluvial/fine) within each of the 9 land
uses (open, forest, forested wetlands, water/wetland, low density residential, medium
density residential, high density residential, multi-family residential and
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commercial/industrial), for a total of 27 land use and soil combinations. CRWA
developed these data using a Geographical Information System (GIS) database developed
previously by the State of Massachusetts (Mass-GIS, 2000), for year 2000 development
conditions. Reach numbers and names contained in HRUS.DAT are also used by
MAKUCI to form the mainstem river reach connectivity in the HSPF model. The input
data format of HRUS.DAT is shown in Table 5.

TRIBS.DAT - This file contains the specifications for the connectivity of each of the 31
tributaries to corresponding mainstem reaches in the HSPF model. It also contains the
drainage area of each tributary, which is used by MAKUCI to divide the total land area
draining to mainstem reaches with tributaries into two components, one entering through
their tributary and another entering as direct drainage. TRIBS.DAT also contains the
FTABLE number to be used for specification of stream geometry (water depth, water
surface area and reach volume) in each tributary. The input data format of TRIBS.DAT is
shown in Table 6.

Table 6 — Format of TRIBS.DAT

Tributary Hame river mile trib da mi2 nreachto hroa da mi2 nftable
Huck leberty Erook Z.847 4,118 7 4 .2328 2
Godfrey Brook 4.747 2.139 13 2.2648 2
Beawer Erook 9. 298 2.2851 21 Z.11@ z
Stall Brook 13.597 3.963 29 4.138 z
Hopping Brook 15.6895 11.6829 32 11.438 z
Mirne Brook 16.6888 15.894 33 15.964 118
Chicken Brook 16 .485 G .936 24 T.118 g
Shepards Brook 17.715 4.818 36 4.178 g
MHill Riwer 21.718 15.337 45 16.6168 118
Stop Riwer 27.462 17.6852 S 18.654 118
Vine Brook 28.195 1.219 55 1.2149 43
Mill Brook 26 .369 4,136 59 4 .996 43
Bogastow Brook 21.497 25.628 GE 26 .2408 118
Seqwall Brook 32.348 3.872 G2 2.47A 43
Indian Brook 36.387 3.937 &7 4. 798 43
Oqwi= Brook a7.7ay 2.221 59 2.598 43
Ful ler Brook 46 . BEG 15.727 T 16.286 g
Haban Brook 46 . 867 15.727 T2 16.280 43
Trout Brook 42.213 2.783 =] 4 .340[ 2
MHoghet Erook 44 663 2.887 TE 2.148 43
Fowissett Brook 45 . 286 1.651 g3 2.858 43
Fock Meadow Erook 46.214 2.716 g4 2.24A8 43
Alder Brook 458.132 H.34A 85 Z2.878 43
Louder Brook 52.623 4.5835 b 4 .7EAH 43
YineSaumi Ll Brook 55.511 2.82A g5 3.71A 43
Hurd Brook GE . 7EY B.281 183 B.778 g
Roszemary Brook 51 .831 1.9258 184 4.184 118
Seawverhtis Brook G . BEE 2.27d 182 2.694 11a
Cherry/Stony Brook 55.318 23.763 189 25.1808 118
Beowver Erook G55 . 865 11 .44 111 11 .266 2
Cheese Cake Erook 55.278 2.735 113 2.91@ 2

FTABLES for each mainstem reach were determined from a HEC-2 model analysis using
the 550 surveyed cross-sections and another Fortran Language-based utility program
named MAKFTABL. MAKFTABL was developed for this study by NES. The HEC-2
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analysis procedure and generation of FTABLES will be described in a subsequent section
of this report.

REACHHYD.LST - This file contains the initial volume, length and hydraulic grade
slope of each mainstem reach, at the start of an HSPF model simulation. Its generation
during the HEC-2 analysis will be described in detail in a subsequent section of this
report.

FTABLES.LST — This file contains the 113 mainstem FTABLES developed from the
HEC-2 analysis. Their generation will be described in detail in a subsequent section of
this report. The input data format of FTABLES.LST is shown in Table 7.

Table 7 — Format of FTABLES.LST

FTABLE 113
Feach U/S river mile= 6E8.51000 ***
Reach D/S river mile 7030000 *EE
hecZ station U/S 08,2500 ***
hec? station D/S 70.30000 ***

fractus = 8.00000006 ***
fractds = 0.00000000 ***
ROWS COLS **#
11 4
DEPTH AREA VOLUME OUTLET ***#
(FT)  CACRES)  (AC-FTD DISCH *#*#

(CFS) *##
0.0000 @, 0000 B.008a 0,006
9.8470 33,7350 104.3724 6.0000
9.3064 33,8231 114.0760 100.0000
9.4192 33,8620 118.199c 16@.0@00
G.e6d47  33.0465 127.0100 320.0000
9.8213 34,0003 132.5750 440.0000

18.1592 34.116Z2 144 .4693 740.0000
13.3769 34,1908 157.13432 G60.0000
1e.6984 34,2981 163.08564 1310.0000
13,8490  35.1060 246.6044 5000 .0000
23.8490  35.106099999 000015000 . A0
END FTABLE113

MASSLINK.DAT - This file, which is in the format required in the input UCI file
expected by HSPF, is required to globally specify the connection of time series of land
use runoff and groundwater mass fluxes (water quantity and water quality parameters),
for all reaches. The input data format of MASSLINK.DAT is shown in Table 8.

MET.DAT - This file contains the specifications, in UCI file format, for interfacing land
segments and river reaches with the hourly meteorological data time series (rainfall, solar
radiation, air temperature, relative humidity, cloud cover, wind speed and potential
surface evaporation) contained in the file CRWNEW.WDM. The input data format of
MET.DAT is shown in Table 9.
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EXTTAR.UCI - This file, which is also in UCI format, is used to specify the saving of
model predicted daily and hourly time series of mainstem and tributary reach flow and
daily time series of mainstem and tributary water quality parameter concentrations to the
output WDM files named HYDRO, CRWIN3TD and CRWTMDL. Flow and water
quality monitoring data is also contained in these WDM files, so that plots can be easily
generated to compare model predictions and measurements, during model calibration.
The input data format of EXTTAR.UCI is shown in Table 10.

Table 8 — Format of MASSLINK.DAT

MASS- L THK
##% Set for A1l Inter-Reach Transfers
¥EELF only 1 exit use 1

MASS-LINK 1
<-Volume-> <-Grp> <-Member-»<--Mult-->Tran <-Target vols> <-Grp> <-Member-> #**
<Mame= tlame> # #<-foctor-=strg <MNome= Slame= # # #**
RCHRES ROFLOW RCHRES INFLOW

EMD MASS- LIME 1
“¥%1 f more than one exit use 2

MASS-LINK 2
<-Volume-> <-Grp> <-Member-»<--Mult-->Tran <-Target vols> <-Grp> <-Member-> *#**
Slame= Hlame> # #<-foctor-=strg <MNome= Hame= # # #*
RCHRES OFLOW 1 RCHRES INFLOW

EMD MASS- LMK 2
#*#%Lpt For Pervious Lond Use 11

MASS-LINK 11
<-Volume-> <-Grp> <-Member-><--Mult-->Tran <-Target vols> <-Grp> <-Member-> #**
Mame= HMame> # #<-foctor-=strg <MNomes Mome= # # #+¥
PERLMD PQUAL POQUAL 1 RCHRES INFLOW NUIF1 2
PERLND PQUAL POQUAL 2 RCHRES INFLOW NUIF1 4
PERLND PQUAL POQUAL 3 RCHRES INFLOW NUIF1 1
PERLND PQUAL POQUAL 4 RCHRES INFLOW OXIF 2
PERLND PWTGAS POHT RCHRES INFLOW IHEAT 1
PERLND PWTGAS PODOXM RCHRES INFLOW OXIF 1

END MASS-LIMK 11
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#+*Met data input

HOMA
HOMA
HOM
HOMA
HOMA
HOHMA
HOMA
HOMA
HOHMA
HOMA
HOM1
HOHMA
HOMA
HOM1
HOHMA
HOMA
HOM
HOHMA
HOMA
HOM
HOMA
HOMA
HOM
HOMA
HOMA
HOM
HOMA
HOMA

27
27

TORY
TORY
TORY
TORY
TOEM
TOEH
TOEW
TOEM
SRAD
SRAD
SRAD
SRAD
HIHO
HIMHDO
HIHDO
HIHO
FETH
FETH
PETF
FETF
PREC
PREC
FREC
PREC
cLad
cLad
cLad
cLad

Table 9 — Format of MET.DAT

EMGL
EMGL
EHGL
EMGL
EMGL
EHGL
EMGL
EMGL
EHGL
EMGL
EMGL
EHGL
EMGL
EMGL
EHGL
EMGL
EMHGL
EHGL
EMGL
EMHGL
EMGLZERD
EMGLZERD
EMGLZERD
EMGLZERD
EMGL
EHGL
EMGL
EMGL

—_ ek kb o b b b ek ek ki

DEREEE DO R DD
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FERLMO
IMPLMHO
RCHRES
RCHRES
FERLMO
IMFLHDO
RCHRES
RCHRES
FERLHO
IMPLMHO
RCHRES
RCHRES
FERLMO
IMPLMO
RCHRES
RCHRES
FERLHO
IMFLHDO
RCHRES
RCHRES
FERLMO
IMPLMHO
RCHRES
RCHRES
FERLMO
IMFLHDO
RCHRES
RCHRES

11
b1
1
203
11

ATEMP
ATEMP
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL
EXTHL

AIRTHP
AIRTHP
GATHF
GATHP
OTHPG
DOTHPG
DELITHP
DELITHP
SOLRAD
SOLRAD
SOLRAD
SOLRAD
H MO
W HMOY
HIHO
HIHO
FETIHF
FET IHF
POTEW
FOTEY
PREC
PRELC
FREC
PREC
cLoun
cLoun
cLoun
cLoun

—_ et b b b b b b b b e b b ek ek bk kb ek b bk ok ok =k

—_ . . . b b b b . b b b b b b b b b b





Table 10 — Format of EXTTAR.UCI

EXT TRARGETS

=Nolume-> <-Grp» <-Member—><—Mult——>Tran <-%olume-»> <Member> Tsys Aggr Amd
<Hame > # <Hoame: # #{-factor-rstrg <MHameax # JMamz:rqf tem strg strgtt
#Hk Mginstem gages

#dkllze the following line to sawe out the flow at Hilford Gage.

FCHRES 16 ROFLOM ROMOL 1 1 12 .18AVER HOMZ 4 SIHMO 1 EMGL AGGR REFL
#tkllze the following line to sawve out the flow at Medway Gage.

FCHRES 22 ROFLOM ROMOL 11 12.18AYER HOMZ 2 5IM0 1 EMGL AGGR REFL
#dkllze the following line to sowe out the flow at Dover Goge.

FCHRES 2@ ROFLOM ROWOL 1 1 12 .18AYER HOMZ 2 5IMg 1 EMGL AGGR REFL
#dklze the following line to sawe out the flow at Hellesley Gage.

FCHRES 1@1 ROFLOM ROMOL 1 1 12.18AYER HOMZ 1 51M0 1 EMGL AGGR REFL
#dkllze the following line to sawe out the flow at Haltham Goge.

RCHRES 118 ROFLOM ROMOL 1 1 12 .18AVER HOMZ2 16 S1M0 1 EMGL AGGFR REFL
#dkllze the following line to sawe out the flow at Hatertown Gage. )
FCHRES 113 ROFLOM ROMOL 1 1 12 .18AVER HOMZ 17 S1M] 1 EMGL AGGR REFL
#Hk T jbutary Gages

#dkllze the following line to sawe out the flow at Hopping Brook Gage.

FCHRES 222 ROFLOM ROMOL 1 1 12 .18AVER HOMZ 18 S1HM0 1 EMGL AGGR REFL
#dklze the following line to sawe out the flow at Mine Brook Gage.

FCHRES 223 ROFLOM ROMOL 1 1 12.18AYER HOMZ 12 S1M] 1 EMGL AGGR REFL
#dkllze the following line to sawe out the flow at Chicken Brook Goage.

RCHRES 234 ROFLOM ROMOL 1 1 12 .18AVER HOMZ2 2 5IMa 1 EMGL AGGFR REFL
#dkllze the following line to sawve out the flow at Hill Riwver Gage.

FCHRES 245 ROFLOM ROMOL 1 1 12 .18AVER HOMZ 11 S1M] 1 EMGL AGGR REFL
#dklze the following line to sawe out the flow at Stop Riwver Gage.

FCHRES 254 ROFLOM ROMOL 1 1 12.18AYER HOMZ 13 S1M0 1 EMGL AGGR REFL
#dkllze the following line to sawe out the flow at Bogastow Brook Goge.

RCHRES 268 ROFLOM ROMOL 1 1 12 .18AVER HOMZ2 T 5IMa 1 EMGL AGGFR REFL
#dkllze the following line to sawe out the flow at Fuller Brook Gage.

FCHRES 272 ROFLOM ROMOL 1 1 12 .18AVER HOMZ 9 SIHMO 1 EMGL AGGR REFL
#dklze the following line to sawe out the flow at Haban Brook Gage.

FCHRES 273 ROFLOM ROMOL 11 12.18AYER HOMZ 15 S1M] 1 EMGL AGGR REFL
#dkllze the following line to sawe out the flow at Trout Brook Goge.

RCHRES 276 ROFLOM ROMOL 11 12 .18AVER HOMZ2 14 S1M0 1 EMGL AGGFR REFL
#dkllze the following line to sawe out the flow at Stony Brook Gage, exit o
FCHRES =283 OFLO oWl 11 12 .18AVER HOMZ 5 SIHMO 1 EMGL AGGR REFL

EMD EXT TARGETS

Output files generated by MAKUCI include the fully constructed HSPF input file

UCHARLES.UCI and several other files used for diagnostic purposes, during
development of the MAKUCI utility.

2.2 MAKFTAB and HEC-2 Hydraulic Modeling Analysis

A hydraulic analysis of the Upper and Middle Charles River reaches was conducted by
NES, in order to develop FTABLES needed by the MAKUCI utility program. This
analysis used a version of HEC-2 modified by NES specifically for this project. The US
Army Corps of Engineers HEC-2 model (USCOE, 1992) Fortran Source Code was
modified to generate specific geometric and hydraulic data needed to generate FTABLES
for HSPF. CRWA had previously set up and tested a HECRAS (USCOE, 2000) model
input dataset for simulating steady flow hydraulics within the Upper reach of the Charles
River. NES utilized the CRWA HECRAS input data, along with an additional 17 stream
cross-sections surveyed within the Middle Charles River reach by NES and CRWA in
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2007, to construct an input dataset for use with the NES modified HEC-2 model. A total
of 550 cross-sections were simulated with the modified HEC-2 model, for each of 9
different stream flow conditions. These HEC-2 simulated flow conditions spanned the
full range of flows observed at USGS gages within the Upper and Middle reaches of the
Charles River, between 1933 and 2005. A plot of the HEC-2 generated hydraulic grade
profile of the Upper and Middle reaches of the Charles River, for low and extreme flood
flow conditions, is shown in Figure 2.5. Stream inverts, low flow and extreme flood flow
profiles are plotted as black, blue and red lines, respectively.

Figure 2.5 - HEC-2 Predicted Water Surface Profiles

HEC-2 Predicted Low-Flow and Flood Profiles, Upper Charles River
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Stream geometric and hydraulic properties, including: discharge rate, stream invert
elevation, water surface elevation, cumulative stream volume and cumulative stream
surface area, were saved by the modified HEC-2 model at each stream cross-section, for
each of the 9 stream flow conditions simulated. Cumulative values are the sum of the
quantity from the Watertown Dam to the current cross-section. MAKFTAB subsequently
utilized these cross-section properties, along with data contained in files defining the
river mile of each HEC-2 cross-section (XSECTS.DAT) and the upstream and
downstream boundary river mile of each HSPF model reach (REACHS.DAT), to
calculate and save an FTABLE for each HSPF model reach. Data contained in the
FTABLE for each model reach includes: minimum water depth, total surface area, total
volume and discharge rate, for each of the 9 stream flow conditions. The resultant
FTABLES were saved by the MAKFTAB utility in a file named FTABLES.LST (see
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Table 7 for format). FTABLES.LST is read by the MAKUCI utility during generation of
the HSPF input file named UCHARLES.UCI.

3.0 Hydrologic Model

The HSPF hydrologic model component was developed to simulate hydrologic and water
quality parameter buildup, wash-off, infiltration and groundwater transport processes
occurring during dry and wet weather periods, on 27 pervious land use soil type
combinations and 2 impervious land use types. The acres of each of these 29 land
segment types draining to the individual HSPF stream reaches were calculated by
CRWA, using GIS data layers developed by the Massachusetts Executive Office of
Environmental Affairs (MassGIS). Table 11 gives the land use numbers and land use and
soil type combinations contained in the HSPF model input file UCHARLES.UCI.

CRWA also used the GIS data to determine the effective percent impervious area for
residential and commercial/industrial land uses draining to two regions of the river.
Effective impervious area calculations made by CRWA account for the fact that some
impervious areas tributary to the river may discharge their stormwater runoff to pervious
areas, where it is subsequently infiltrated into groundwater. CRWA found spatial
differences in the fraction of residential and commercial land uses that are directly
connected to the river and its tributaries. The boundary of these two distinct regions was
found to be the USGS Dover Gage. MAKUCI uses the percentages for these two regions
to generate areas of impervious land (IMPLND, LU Numbers 50 and 60) tributary to
each stream reach.
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Table 11 — Pervious (PERLND) and Impervious (IMPLND) Segment Land Uses

LU# Land Use Description Soil Type Description
11 Open Sand and Gravel
21  Forest Sand and Gravel
31  Forested Wetland Sand and Gravel
41  Water/Wetland Sand and Gravel
51  Low Density Residential Sand and Gravel
61  Medium Density Residential Sand and Gravel
71  High Density Residential Sand and Gravel
81  Multi-family Residential Sand and Gravel
91 Commercial Sand and Gravel
12 Open Till and Bedrock
22  Forest Till and Bedrock
32  Forested Wetland Till and Bedrock
42  Water/Wetland Till and Bedrock
52  Low Density Residential Till and Bedrock
62  Medium Density Residential Till and Bedrock
72 High Density Residential Till and Bedrock
82  Multi-family Residential Till and Bedrock
92  Commercial Till and Bedrock
13 Open Alluvium and Fines
23 Forest Alluvium and Fines

33  Forested Wetland

43  Water/Wetland

53  Low Density Residential

63  Medium Density Residential
73 High Density Residential

83  Multi-family Residential

93  Commercial

50 Residential

60 Commercial and Industrial

Alluvium and Fines
Alluvium and Fines
Alluvium and Fines
Alluvium and Fines
Alluvium and Fines
Alluvium and Fines
Alluvium and Fines
NA, Impervious

NA, Impervious

4.0 Hydrologic/Hydraulic Model Calibration

Following development of the HSPF input data UCI file for the Upper and Middle
reaches of the Charles River, the hydrologic and hydraulic components of model were
calibrated to stream flow monitoring data. Hydrologic and hydraulic parameters were
adjusted within bounds of values defined by previous HSPF applications within New
England and the Northeastern US, until model predictions and flow monitoring data were
in close agreement. The resultant calibrated model parameter sets for watershed
hydrologic processes, for pervious and impervious land uses, are given in Tables 12 and
13, respectively. Tables 12 and 13 also give HSPF default (Def) values and minimum and
maximum values (MnMx) accepted by HSPF. Maximum values given as “X’ denote that
no upper bounds are imposed on that parameter by HSPF.
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Table 12 - HSPF Pervious Land Segment Hydrologic Parameters

Parameter Units Parameter Description Cal. Values Def MnMx
Parameters Controlling Snow and Ice Processes
LAT degrees N latitude 41.5 40.0 -90-90
MELEV feet MSL mean elevation 150 0.0 0-30K
SHADE none fraction shaded from sun 0.4 00 0-1
SNOWCF none gage snow capture factor 1.6 none 1-10°
COVIND inches max snow pack parameter  0.23-0.53 0.01 0.01-X
RDSCN none density of new snow 0.15 0.15 0.01-1
TSNOW degrees F temperature of new snow 33.0 32.0 30-40
SNOEVP none snow evaporation parameter 0.15-0.20 0.1 0-1
CCFACT none snow condense/convect parm 0.05-0.07 1.0 0-2
MWATER  none max water content snowpk 0.9-1.0 0.03 0-1
MGMELT  inches/day  max rate of snow melt 0.11-0.13 0.01 0-1
Parameters Controlling Water Transport Processes
FOREST none fraction forest 0.03-0.55 00 0-1
LZSN inches lower zone nominal storage 8.2-14.2 none 102-10°
INFILT inches/hour  soil infiltration capacity indx 0.022-0.287 none 1073-10
LSUR feet length overland flow plane  300.0 none 1-X
SLSUR feet/feet slope overland flow plane  0.008 none 107°-10
AGWRC /day groundwater recession rate  0.98-0.996  none 1073-1
PETMAX degrees F air temp where E-T limited 40.0 40.0 none
PETMIN degrees F air temp where E-T zero 35.0 35.0 none
DEEPFR none fraction of deep GW lost 0.0 00 0-1
BASETP none fraction of E-T from base Q 0.05 00 0-1
AGWETP none fraction of E-T from GW 0.05 00 01
CEPSC inches interception storage capacity 0.04-0.45 0.0 0-10
UZSN inches upper zone nominal storage 1.2-2.58 none 0.01-10
NSUR complex manning’s “n” for Q plane  0.22-0.25 0.1 0.001-1
INTFW none interflow inflow parameter  5.70-8.65 none 0-X
IRC /day interflow recession param  0.88-0.90  none 107°-1
LZETP none lower zone E-T parameter  0.35-0.92 0.0 0-1
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Table 13 — HSPF Impervious Land Segment Hydrologic Parameters

Parameter Units Parameter Description Cal. Values Def MnMx
Parameters Controlling Snow and Ice Processes
LAT degrees N latitude 41.5 40.0 -90-90
MELEV feet MSL mean elevation 150 0.0 0-30K
SHADE none fraction shaded from sun 0.4 00 0-1
SNOWCF none gage snow capture factor 1.6 none 1-10°
COVIND inches max snow pack parameter  0.23 0.01 0.01-X
RDSCN none density of new snow 0.15 0.15 0.01-1
TSNOW degrees F temperature of new snow  33.0 32.0 30-40
SNOEVP none snow evaporation parameter 0.20 0.1 0-1
CCFACT none snow condense/convect parm 0.07 10 0-2
MWATER  none max water content snowpk 1.0 0.03 0-1
MGMELT  inches/day  max rate of snow melt 0.13 0.01 0-1
Parameters Controlling Water Transport Processes
LSUR feet length overland flow plane  200.0 none 1-X
SLSUR feet/feet slope overland flow plane  0.010 none 107°-10
PETMAX degrees F air temp where E-T limited 40.0 40.0 none
PETMIN degrees F air temp where E-T zero 35.0 35.0 none
RETSC inches interception storage capacity 0.10 0.0 0-10
NSUR complex manning’s “n” for Q plane  0.10 0.1 0.001-1

Plots comparing daily time series of observed and predicted stream flows for Watertown,
Wellesley and Dover USGS Gage locations, where data are available for the full 12-years
of the model simulation time period, are shown in Figures 3 through 5, respectively.
Figure 6 gives the observed daily flows diverted by Mother Brook from reach 93 of the
Charles River HSPF model. Scatter plots of observed versus predicted daily flows for
these three locations are given in Figures 7 through 9, respectively.

A Fortran software utility named STATS was developed to generate measures of model-
fit efficiency for these three locations, over daily, monthly and annual time-scales.
Donigian (2002) proposed a model-fit rating system for evaluating the quality of HSPF
flow predictions, over daily and monthly time scales. His rating system, which is shown
in Table 14, used the statistic R, which is equivalent to model-fit efficiency for normally
distributed data. STATS predicted R? and model-fit efficiency values were found to be
very similar for the above three USGS gage locations.
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Table 14 — HSPF Model-fit Rating System proposed by Donigian (2002)

R? Values Poor Fair Good Very Good
Daily Flows <0.6 0.6-0.7 0.7-0.8 >0.8
Monthly Flows <0.65 0.65-0.75 0.75-0.85 >0.85

Model-fit efficiency was determined using the following equation proposed by Nash and
Sutcliffe (1970):

I

E (Qm, —Qm}: - 2 (Qm, — Q.‘-.'l.]:
EFF ==l im |

EI (Qm,; - Qm]z
i=]

where
EFF is the coefficient of model-fit efficiency.
Qm; is the measured stream flow at time i,
Qm is the average measured stream flow over the given time scale,
Qs; is the simulated stream flow at time i, and
n is the number of predicted stream flow values over the given time scale

Model-fit efficiencies calculated using STATS for daily, monthly and annual time-scales
are given in Table 15, for the three key USGS gage locations. Results indicate that the
HSPF model flow calibration can be rated between fair and very good, based on the
rating system proposed by Donigian.

Table 15 — Charles River HSPF Model Flow Calibration — Model-Fit Efficiency

Gage Location Daily Flow Monthly Flow Annual Flow
Waltham 0.71 0.76 0.71
Wellesley 0.72 0.78 0.71
Dover 0.85 0.87 0.86

Plots comparing the daily time series of observed and predicted stream flows at the
USGS Milford, Medway and Stony Brook gage locations are shown in Figures 10
through 12, respectively. Due to its short duration (1-year) and close proximity to the
USGS Waltham gage, the USGS flow monitoring data at the Watertown Dam was not
used to develop a plot comparing observed and predicted stream flow at this location.
Plots comparing the hourly time series of observed and predicted stream flows at the
CRWA flow gage locations are shown in Figures 13 through 21. Although measures of
model-fit were not developed for the monitoring locations shown in Figures 10 through
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21, visual comparisons of observed and predicted flows at these location were found to
be generally fair to good. Figures 3 through 21 are contained in Appendix 1.

The calibrated Charles River HSPF hydrologic/hydraulic sub-model was subsequently
used as the basis for an HSPF water quality sub-model calibration to the extensive water
quality monitoring data cited in Table 2.

5.0 Water Quality Model Calibration

Following the successful hydrologic and hydraulic model calibration, the HSPF model
was used to complete a water quality calibration. Parameters controlling loads of water
quality parameters discharged in surface and groundwater flows from sub-watersheds and
those controlling in-stream water quality transformation and transport processes were
iteratively adjusted within bounds defined by previous HSPF applications within New
England and the Northeastern US. When model predictions and observed time series of
stream water quality parameter concentrations were in general agreement the water
quality model calibration was complete.

Water quality parameters simulated in each pervious and impervious land segment
included the following surface water runoff and groundwater (pervious only)
constituents: dissolved oxygen (DO), water temperature (TEMP), ammonia nitrogen
(NH3-N), orthophosphate phosphorous (PO4-P), nitrate nitrogen (NO3-N) and ultimate
carbonaceous biochemical oxygen demand (CBOD).

The resultant ranges of the calibrated key water quality model parameters for the 27
pervious land uses, 2 impervious land uses and 144 stream reaches are given in Tables
16,17 and 18, respectively.

Table 16 — HSPF Pervious Land Segment Water Quality Process Parameters

Build-up Rate Build-up Limit 90%Wash-off PPT  Interflow Conc

(Ib/acre/day (Ib/acre) (inches/hour) (mg/l)
NH3-N

0.029-0.09 0.260-0.810 0.8-1.3 0.045-0.176
PO4-P

0.0033-0.03 0.030-0.27 0.8-1.3 0.06-0.16
NO3-N

0.029-0.09 0.26-0.81 0.8-1.3 0.6-0.96
CBOD

0.05-0.43 0.45-3.9 0.8-1.3 0.76-2.74
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Table 17 — HSPF Impervious Land Segment Water Quality Process Parameters

WQ Parameter

NH3-N
PO4-P

NO3-N
CBOD

Build-up Rate
(Ib/acre/day

0.050-0.055
0.0030-0.004
0.050-0.055
0.058-0.28

Build-up Limit

(Ib/acre)

0.45-0.50
0.027-0.032
0.45-0.50
0.52-2.5

90%Wash-off PPT
(inches/hour)

0.5
0.5
0.5
0.5

Table 18 - HSPF Reach (RCHRES) Water Quality Process Parameters

Parameter Description

Units

CBOD decay rate

CBOD settling loss rate
SOD sediment flux rate
CBOD sediment flux rate
NH3 sediment flux rate
PO4 sediment flux rate
Ammonia oxidation rate
Nitrite oxidation rate

Denitrification rate

Max. algae growth rate
Algae respiration rate

Algae settling rate

Light extinction coefficient
N half-saturation constant
P half-saturation constant
Light half-saturation constant Langley/min

/day e
/day e
g/m2/day
g/m2/day
g/m2/day
g/m2/day
/day e
/day e
/day e
/day e
/day e
ft/day

Ift

mg/l
mg/l

Algae Ammonia Preference None

Value Range
0.14-0.70

0.000

1.07-2.94

0.024
0.005-0.073
0.00002-0.0036
0.5-1.2

NA, NO23 Modeled
0.48-1.2
0.72-1.08

0.096

0.15

0.61

0.045

0.015

0.033

0.7

Literature Range
0.02-3.4
-0.36-0.36
Measured in Field
Measured in Field
Measured in Field
Measured in Field
0.1-2

0.2-2

0.001-X

0.5-3

0.05-0.5

0.1-6.0

0-1

0.01-0.3
0.001-0.05
0.02-0.1

0-1

Table 19 gives descriptions for each HSPF model reach, including its number in HSPF,
its CRWA downstream boundary designation, its length in river miles and its average

depth in feet.
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Table 19: HSPF Model Reaches

Reach Number CRWA Name Length (mi) Average Depth (ft)

1 00CS 0.46 11.0
2 06CS 0.72 1.3
3 12CS 0.17 0.5
4 15CS 0.2 0.9
5 20CS 0.65 4.9
6 21CS 0.17 4.9
7 31CS 0.99 9.3
8 32CS 0.25 0.5
9 34CS 0.17 0.5
10 35CS 0.17 6.6
11 36CS 0.1 1.1
12 42CS 0.51 1.0
13 48CS 0.45 4.5
14 54CS 0.45 2.6
15 55CS 0.17 2.6
16 59CS 0.3 6.9
17 69CS 1.15 3.5
18 76CS 0.82 3.8
19 85CS 1.02 6.1
20 86CS 0.17 2.0
21 90CS 0.36 1.3
22 101S 1.03 1.8
23 109S 0.83 1.7
24 119S 0.97 6.8
25 127S 0.77 0.6
26 129S 0.25 2.1
27 130CS 0.17 0.5
28 132S 0.24 1.8
29 139S 0.7 2.1
30 143S 0.41 7.5
31 148S 0.45 0.6
32 156S 0.79 3.8
33 159S 0.44 2.3
34 165S 0.56 2.3
35 171S 0.67 4.8
36 175S 0.52 4.8
37 178S 0.4 1.7
38 184S 0.66 2.0
39 198S 1.09 5.8
40 199S 0.1 6.6
41 201S 0.1 6.6
42 204S 0.28 6.6
43 207S 0.32 8.0
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Table 19 (Continued): HSPF Model Reaches

Reach Number CRWA Name Length (mi) Average Depth (ft)

44 213S 0.61 8.0
45 219S 0.55 9.5
46 229S 0.92 6.6
47 235S 0.68 3.5
48 243S 0.89 4.0
49 248S 0.5 3.3
50 254S 0.7 4.8
51 260S 0.58 4.8
52 267S 0.78 5.5
53 269S 0.25 5.5
54 278S 0.75 5.5
55 284S 0.52 5.3
56 290S 0.53 5.3
57 294S 0.33 5.6
58 301S 0.71 7.1
59 307S 0.65 7.1
60 318S 1.04 7.1
61 321S 0.28 5.9
62 329S 0.85 5.8
63 335S 0.61 6.5
64 343S 0.85 6.5
65 349S 0.59 6.6
66 359S 1.05 6.6
67 366S 0.76 5.3
68 374S 0.77 4.5
69 378S 0.47 7.4
70 387S 0.89 5.3
71 393S 0.87 6.3
72 396S 0.64 7.4
73 400S 0.61 7.4
74 407S 0.57 10.3
75 411S 0.34 10.3
76 423S 0.96 10.3
77 432S 0.7 9.5
78 439S 0.58 10.6
79 444S 0.45 1.5
80 447S 0.24 1.3
81 453S 0.57 2.0
82 459S 0.6 2.5
83 469S 0.98 3.4
84 476S 0.74 3.4
85 484S 0.79 5.1
86 491S 0.79 6.3
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Table 19 (Continued): HSPF Model Reaches

Reach Number CRWA Name Length (mi) Average Depth (ft)

87 499S 0.73 6.3
88 504S 0.62 6.3
89 513S 0.93 7.4
90 521S 0.81 75
91 524S 0.32 9.4
92 530S 0.79 8.8
93 534S 0.51 10.4
94 544S 1.01 10.4
95 548S 0.4 55
96 558S 1.01 5.3
97 567S 0.84 55
98 575S 0.73 55
99 582S 0.6 5.7
100 589S 0.58 1.1
101 591S 0.21 15.8
102 598S 0.87 7.4
103 601S 0.3 7.4
104 607S 0.65 7.4
105 608S 0.1 2.3
106 609S 0.23 6.3
107 621S 1.08 6.6
108 635S 1.66 7.0
109 648S 1.7 18.6
110 662S 1.22 18.6
111 672S 0.82 9.8
112 675S 0.31 9.8
113 012S 1.79 8.1
207 Huckleberry Brook 0.72 5.0
213 Godfrey Brook 0.72 5.0
221 Beaver Brook 2 5.0
229 Stall Brook 0.72 5.0
232 Hopping Brook 0.72 5.0
233 Mine Brook 2 5.0
234 Chicken Brook 0.72 5.0
236 Shepard’s Brook 0.72 5.0
245 Mill River 2 5.0
254 Stop River 2 5.0
255 Vine Brook 1 5.0
259 Mill Brook 1 5.0
260 Bogastow Brook 2 5.0
262 Seawall Brook 1 5.0
267 Indian Brook 1 5.0
269 Davis Brook 1 5.0
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Table 19 (Continued): HSPF Model Reaches

Reach Number CRWA Name Length (mi) Average Depth (ft)
272 Fuller Brook 0.72 5.0

273 Waban Brook 2 5.0
276 Trout Brook 0.72 5.0
278 Noanet Brook 1 5.0
283 Powissett Brook 1 5.0
284 Rock Meadow Brook 1 5.0
285 Alder Brook 1 5.0
291 Louder Brook 1 5.0
296 Vine/Sawmill Brook 1 5.0
303 Hurd Brook 0.72 5.0
304 Rosemary Brook 1 5.0
308 Seaverns Brook 1 5.0
309 Stony Brook 2 5.0
311 Beaver Brook 0.72 5.0
313 Cheese Cake Brook 0.72 5.0

Loads of CBOD, NH3-N, NO3-N, organic-N, PO4-P and organic-P entering the river due
to wet weather stormwater discharges were simulated using standard HSPF buildup and
washoff processes. These water quality constituents ware allowed to buildup on pervious
and impervious land surfaces and rainfall results in the washoff of all or a portion of these
accumulated masses. Pervious areas include a delayed interflow and groundwater load
component, through the specification of constant interflow and groundwater discharge
concentrations, for the individual pervious land uses.

Early in the water quality model calibration process it was found that predicted warm-
weather NO3-N levels were much higher than observed levels, in the impounded reaches
located downstream of the Milford, CRPCD and Medfield wastewater treatment facility
discharges. Sediment flux data collected by CRWA indicates that NO3-N is lost from the
water column within these impoundments. Accordingly, denitrification was activated
within the HSPF model for these reaches, during warm-weather periods when predicted
water column DO levels decrease. Use of moderate denitrification rates, ranging between
0.48 and 1.2 per day (base e), resulted in a significant improvement in the calibration to
observed NO3-N and TN data, throughout the river.

Water within the Charles River is often stained with tannins, due to the release of
decomposing organic debris from adjacent marsh areas and woodlands. Often this
coloration results in rapid vertical extinction of incident solar radiation within the water
column. This may result in the suppression of algal activity, due to light limitation of
their growth at greater depths. An effort was made to capture this effect in the HSPF
model, through specification of a high background light extinction rate of 0.6 per foot,
within all reaches.
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An attempt was made to capture the impacts of benthic algae and both rooted and floating
aquatic vegetation on diurnal DO variations and nutrient levels within the river. These
effects were simulated in the HSPF model through the specification of initial and
maximum benthic algae densities for each reach. Maximum benthic algae density was set
to 1000 milligrams per square meter (mg/m2) for all mainstem reaches and 100 mg/m2
for all tributaries. This approach could be refined, during the initial stage of the future
TMDL modeling, using macrophyte mapping developed by CRWA.

5.1 Water Quality Calibration Results

Plots comparing time series of MWRA monitored and model predicted stream water
quality parameter concentrations at the Watertown Dam are given in Figures 22 through
29. These plots are contained in Appendix 2.

Plots comparing time series of CRWA 1M3 monitored and model predicted stream water
quality parameter concentrations are given in Figures 30 through 83. These plots are
contained in Appendix 3.

Plots comparing time series of CRWA TMDL monitored and model predicted stream
water quality parameter concentrations are given in Figures 84 through 317. These plots
are contained in Appendix 4.

Plots comparing time series of CRWA Sonde monitored and model predicted stream
temperature and DO concentrations are given in Figures 318 through 341. These plots are
contained in Appendix 5.

Plots comparing time series of CDM Sonde monitored and model predicted stream
temperature and DO concentrations are given in Figures 342 through 353. These plots are
contained in Appendix 6.

Plots comparing time series of MassDEP monitored and model predicted stream water
quality parameter concentrations are given in Figures 354 through 421. These plots are
contained in Appendix 7.

Comparison of the 400 individual model prediction and field observation time series
contained in Appendices 2 through 7 constituted the water quality model calibration
process. In general, the model was found to reproduce the observed water quality
throughout the river, quite well.
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